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Preface 
Kumar Nimita, Gad Levyb, Nurul Hazrina Idrisc 

aIndian National Centre for Ocean Information Services (INCOIS), Ministry of Earth Sciences 
(MOES), Hyderabad, India; bNorthWest Research Associates, Seattle, WA, USA; bAssociate 
Faculty, University of Phoenix USA; cGeoscience and Digital Earth Centre, Research Institute of 
Sustainable Environment, Universiti Teknologi Malaysia, Johor Darul Takzim, Malaysia 

 

This conference proceedings feature a selection of research papers (extended abstracts) and a 
full paper submitted for the 15th Biennial Pan Ocean Remote Sensing Conference (PORSEC). This 
is the first time we are publishing pre-conference proceedings due to restrictions in organizing 
conferences since the global pandemic of COVID-19 outbreak. It continues the legacy of seven 
previous special IJRS issues of PORSEC conferences, held in Busan, Korea; Guangzhou, China; 
Keelung, Taiwan; Kochi, India; Bali, Indonesia; Fortaleza, Brazil and Jeju Island, the Republic of 
Korea, respectively (Levy and Gower 2008, 2010, 2012; Gower and Levy 2014; Levy, Vigundelli, 
Gower 2016, 2018; and Levy, Nimit, Vigundelli, Gower, 2020). Established in 1990 (the 
International Space Year), with the name of “Pacific Ocean Remote Sensing Conference”, PORSEC 
has gained equal popularity among leading and aspirant countries in this field as a platform for 
sharing ocean remote sensing research and applications. The now common component of 
capacity building in the form of a pre-conference tutorial is one of the most acclaimed aspects of 
PORSEC and has cultivated young brains to pursue works for the benefit of mankind. 

A total of 14 full papers planned to be presented at PORSEC2020 (now postponed till further 
update) have been accepted for publication by the scientific committee after reviewing and 
necessary revisions. Ten of the papers address regional science problems, while two others 
address tropical seas (Arabian Sea, Persian Gulf), one addresses the science of sub-tropical sea 
(Sea of Azov), and one addresses polar (Arctic) regions. Half of these papers make use of altimeter 
data, underlining the importance of the sensor and making a strong case for a constellation with 
altimeter sensors to be maintained. Among the other papers, two each make use of wind or ocean 
colour data. Most of the papers from the Indo-Pacific region address topics of coastal zone 
management and spatial planning in one way or the other. Further, a significant number of papers 
make use of the Artificial Intelligence (AI) to process the datasets or derive conclusions, which is 
a welcome approach considering ‘massive data’ necessities being applied to the satellite remote 
sensing in terms of day-by-day and ever growing (spatial, temporal, spectral) resolutions and 
longer time-series. This highlights the need for robust mapping with the help of geospatial and 
machine learning tools, for achieving the goals of the UN Decade of Ocean Science for Sustainable 
Development (2021-2030). 

Herewith, we would like to express gratitude to the Asia Pacific Network (APN) for Global Change 

Research, Committee on Space Research (COSPAR), Scientific Committee on Oceanic Research (SCOR), 

Institution of Geospatial and Remote Sensing Malaysia (IGRSM), and Malaysia Convention & Exhibition 

Bureau (MyCEB) for the financial supports. A sincere “thank you” to our collaborators from the 

Malaysia Space Agency and local universities including the Universiti of Kebangsaan Malaysia 

(UKM), Universiti Putra Malaysia (UPM), Universiti Malaysia Kelantan (UKM), International 



Islamic University Malaysia (IIUM), Universiti Sains Malaysia (USM) and University of Malaya 

(UM). 
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ABSTRACT: 

 

Across Malaysian seas, the sea level is undeniably rising, and it can be justified from an accelerating value from satellite 

altimeter measurement. Grounded by the accessible in-situ and space-based data sets, quantifying contemporary sea-level 

change and understanding its causes have improved remarkably in recent years. By presenting a robust f itting linear trend to 

express rising Malaysian sea-level projections, this paper highlights the analysis and interpretation of predicated 21st-century 

rising sea levels over Malaysian seas from a multi-mission satellite altimeter. Sea level anomalies (SLAs) are determined 

using data from the Radar Altimeter Database System (RADS), covering eight altimeter missions from enhanced processing 

strategy to optimize sea surface heights (SSHs). Projections then are calculated every 20 years, over Malaysian seas grid lin  es 

retrieved from robust fit regression simulations. Our result demonstrates that during the 21st century, Malaysian seas will 

encounter a rise of 13.15 cm by 2040, 20.23 cm by 2060, 27.31 cm by 2080, and 34.39 cm by 2100. Information on projected 

sea leve l in this region is valuable for a wide variety of climate applications and for studying environmental issues while also 

important for its relevance to predict future regional climates for disaster adaptation measures. 

 

I. INTRODUCTION 

 

Our major preoccupation, all over the globe, has always 

been trying to predict, or rather speculate, what the 

weather has in store for us. The most widespread 

indication that the Earth is steadily changing has been 

perpetual warming from greenhouse gases due to 

anthropogenic effects (NASA, 2020). From this effect, 

oceans have warming, which accounts for 90% of the 

increase in energy stored within the climate system 

between the years 1971 and 2010 (IPCC, 2014). As a 

result, the oceans are rising attributable to the thermal 

expansion of global warming. Figure 1 displays the 

estimated attributes responsible for 21st-century rising sea 

levels (Church et al., 2001). The estimated sea level rate 

from thermal expansion ranges from 0.3 mm/yr to 0.7 

mm/yr, higher than any other contribution. 

 

Figure 1. Mean acceleration of sea level its estimated 

contributions (Church et al., 2001) 

 

As modern technology advances, the acquisition of sea 

level data has been enhanced. According to Hamid et al. 

(2018), Malaysian seas have been rising at a  rate of 4.22  

± 0.12  mm/yr, with a magnitude of around 5 cm from a 

series of satellite altimeters. Thereby, This paper is 

emphasized on projecting the Malaysian sea level from 

multi-mission of satellite altimeters. Implications of such 

sea level trends will be presented as well. 

 

II. DATA AND METHODS 

 

A. RADS for Multi-mission Satellite Altimeter Processing 

 

Sea level anomalies (SLAs) are extracted from the Radar 

Altimeter Database System or RADS over Malaysian Seas; 

more than ten satellite altimeters have been employed 

which spanning from January 1993 to December 2015. 

Details regarding the altimetry used are described in Table 

1: 

Table 1. Selected altimetry mission for this study 

 
Satellite Phase Sponsor Period Cycle 

TOPEX A, B, N NASA/Cnes Jan 93 - Jul02 11 - 363 

Jason-1 A, B, C NASA/Cnes Jan 02 - Jun 13 1 - 425 

Jason-2 A NASA/Cnes Jul 08 - Mac 16 0 - 282 

ERS-1 C, D, E, 

F, G 
ESA Jan 93 - Jun 96 91 - 156 

ERS-2 A ESA Apr 95 - Jul 11 0 - 169 

Envisat B, C ESA May 02 -Apr12 6 - 113 

Cryosat A ESA Jul 10 - Dec 15 4 - 77 

Saral A ESA Mac 13 - Dec15 1 - 31 
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RADS offers an altimetry data processing that executes a 

standard coordinated analysis, data collection, software 

distribution, and recommendations. (Hamid et al., 2018). 

The sea level data are adjusted for orbital altitude and 

altimeter range to which the specific bias is reduced in 

RADS; hence, the sampling characteristics of the altimetry 

data are improved. The altimeter corrections and bias 

removal are then performed by applying specific models on 

each satellite altimeter mission in RADS. Distance-

weighted gridding and filtering are implemented in order to 

lose as little information as possible while still obtaining 

meaningful grid values. The daily solutions of SLAs are 

then combined into monthly average solutions, which are 

carried out to standardize the final monthly altimeter 

solution with the monthly tide gauge solution. Figure 2 

outlines the RADS altimetry data processing employed in 

this study. 

 

Figure 2. Altimetry data processing overview in RADS 

(Din et al., 2015; Hamid et al., 2018) 

 

B. Tidal Data for Altimetry Data Validation 

 

The monthly tidal data is the domain of interest of this 

study for the verification of RADS altimetry data. The 

verification is carried out by extracting the monthly SLA 

average at tide gauge locations and the altimeter track that 

are nearby the tide gauge stations. The pattern and 

correlation of SLAs from both measurements are then 

evaluated over the same period in each area. Figure 3 

illustrates the allocation of the tide gauge stations used in 

the validation between altimetry and tidal data. The 

chosen tide gauges are stationed in the front of the South 

China Seas as more satellite tracks can be accessed, which 

encompass Geting, Cendering, T g. Gelang, P. Tioman and 

Tg. Sedili, Bintulu, Labuan and K. Kinabalu. 

 

Figure 3. Tide gauge stations allocation that has been used 

in data verification. 

 

C. Robust Fitting for Projecting Rising Sea Level 

 

Trends are calculated by a robust fitting method. The 

approach, which is called Iteratively Re-weighted Least 

Squares (IRLS) (Holland and Welsch, 1977), fits the 

SLA time series by a linear function and then solves for 

the trend in the function while removing SLA outliers by 

iterations. The weight of measurements is adjusted 

according to the deviation from the trend line, which is 

re-fitted, and repeated until the solution converges. The 

relationship of robust fitting can be expressed as (Holland 

and Welsch, 1977; Hamid et al., 2018; Din et al., 2019): 

 

wi  =                                         (1) 

Where, 

ui =  

ri :  Residuals, 

hi :  Leverage, 

S : Mean absolute deviation divided by a 

factor 0.6745 to make it an unbiased 

estimator of standard deviation 

K : A tuning constant whose default value of 

4.685 provides for 95% asymptotic 

efficiency as the ordinary least squares 

assuming a Gaussian distribution 

 

Observations attributed to zero weight in any iteration are 

declared outliers and have been eliminated from the further 

computation. 

 

III. RESULTS AND ANALYSIS 

 

A. Validating Altimetry Data with Tidal Data 

 

As mentioned in Section II (A), daily altimetry solutions 

are averaged into monthly solutions. This manifests to 

the monthly tidal solutions for the validation. Tide gauge 

solutions are grounded on continuous measurements at one 

location, whereas the altimeter, in the best scenario, only 

revisits a similar site three times in a month, and in the 

worse-case, only once ((Trisirisatayawong et al., 2011). 

The validation analysis is focused on the pattern and 

correlation aspects of SLA, and the Root Mean Square 

Error (RMSE) is subsequently computed. Both 

measurements are evaluated over the same period for the 

purpose of producing comparable results. The SLA time 

series from altimetry data and tidal records at selected tide 

gauge stations show similar patterns, indicating good 

agreement for all stations. Meanwhile, correlation analysis 

for all locations exhibits a confidence result with a 

correlation (R2) value that ranges from 0.8215 to 0.9413, 

and is statistically significant. All altimetry data achieved 

RMS differences between 2.60 cm to 4.75 cm when 

compared to tidal data. Table 2 summarise the R2 and 

RMSE values for the validation, while Figure 4 shows the 

evaluation plots of the outcome from both measurements. 

 

Table 2. Validation values between altimetry and tidal SLA 

Stations 
R2 RMS difference (cm) 

Geting 0.9413 4.75 

Cendering 0.9243 4.59 

Tg. Gelang 0.9380 3.79 

P. Tioman 0.9404 3.21 

Tg. Sedili 0.9270 3.79 

Bintulu 0.8215 3.36 

Labuan 0.9071 2.60 

K. Kinabalu 0.9069 2.99 
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g)  
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Figure 4. Evaluation plots between SLA time series from tide records (blue) and altimetry (orange) with their correlation  

 

These results prove that the altimeter processing in RADS 

is well executed for this study; therefore, the altimetry data 

has shown a good probability in determining the sea level 

of this region. 

 

B. Projecting Rising Sea Level from  Satellite Altimeter 

 

By presenting a robust fitting linear trend to express 

rising Malaysian sea level projections, the analysis and 

interpretation of predicted 21st century rising sea levels 

over Malaysian seas from multi-mission satellite altimeter 

data are presented. Projections are calculated every 20 years 

from the year 2020 until 2100 over Malaysian seas grid lines 

retrieved from altimeter missions. From the computed rates of 

Malaysian sea levels, a linear projection from robust fit 

regression simulations is continuously carried on until the 

year 2100. Figure 5 demonstrates robust fitting linear trends 

until the year 2100 at Malacca Straits. 
 

 

Figure 5. Time series of robust fitting linear trend projection of rising sea levels at Malacca Straits 

 

The Malaysian coastal zone will experience coastal 

erosion by 2100. As reported by Leatherman et al. (2000), 

a sustained increase of 10 cm in sea level results in 15 m of  

coastal  erosion. The average magnitude from 2015 to 

2100 is 34 cm above the seas of Malaysia. Figure 7  

illustrates the projection of rising sea levels over 

Malaysian seas every 20 years. The Malacca Strait will 

face a rise of 26 cm, and the South  China Sea will face 39 

cm. The Sulu Sea would experience a rising sea level of 45 

cm, close to that of the Celebes Sea during this period. It 

should be remarked that the projection of rising sea levels 

from this study does not take into account external 

effects such as temperature, vertical land motion, and so 

on. 

Table 3 summarises the median (minimum to maximum) of 

Malaysian rising sea level projections for every 20 years. 

 

Table 3. Average magnitude of sea level projection over 

Malaysian seas 

 

Year Average rising sea levels projection 

from 2015 (cm) 

2020 6.073 (0.014 to15.885) 

2040 13.153 (2.413 to 28.160) 

2060 20.232 (2.982 to 44.644) 

2080 27.312 (3.551 to 61.127) 

2100 34.392 (4.120 to 77.611) 
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Figure 7. Map of the projection of rising sea levels over Malaysian seas from the year 2015 to 2100 

 

IV. CONCLUSION 

 

By having enough confidence in the data and selecting the 

best methods for processing all the data together from the 

year 1993 until 2015, projecting Malaysian rising sea 

level rise is carried out for every 20 years from 2020 to 

2100. Malaysian sea levels are projected to rise by 34 cm 

by 2100, and the highest projected rise than previous 

years i.e. a rise of 6.07 cm by 2020, 13.15 cm by 2040, 

20.23 cm by 2060 and 27.31 cm by 2080 with the Celebes 

Sea is the most effected with a projected rise of 45.1 cm, 

higher than other Malaysian seas. 

 

Information on trends in the sea level in this region is 

valuable for coastal management, urban development and 

flood mitigation. It is also important to be used in 

projecting the rising sea levels for their relevance to future 

regional climates. Adaptation measures are needed to 

reduce the potential impact of rising sea levels, particularly 

in coastal areas. In order to reduce the negative impact of 

rising sea levels in Malaysia, adaptation measures such as 

coastal defenses, beach nourishment, offshore barriers, 

flood gates, mangroves, etc. should be implemented 

progressively. 
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ABSTRACT: 

 

Recently, satellite altimeter enables coverage of nearly 60% of the ocean surface height. Satellite altimetry has allowed the 

replacement of conventional marine geoid models with an advanced technique that can survey a wider coverage area and low cost. 

This study presents an attempt to model marine geoid from multi-mission satellite altimetry data using Least Squares Stokes’ 

Modification Approach with Additive Corrections. Six altimetry data were used to derive the mean sea surface. The gravity anomaly 

was computed using planar Fast Fourier Transformation method. The optimal condition modification parameters of 4° spherical cap, 

0.4 mGal terrestrial gravity data error and 0.1° correlation length were applied. Then, the additive corrections were combined with the 

estimated geoid to provide a precise marine geoid over Malaysian seas. Three selected levelling observations at Geting, Cendering 

and Pelabuhan Klang tide gauge stations were used to verify the accuracy of the computed marine geoid model. The accuracy of 

marine geoid model corresponds to the standard deviation, 0.098m and the root mean square error value, 0.177m. The findings 

suggest that the marine geoid model can be utilised for orthometric height determination in marine area. This study is significant in 

providing a reference frame for coastal marine observations. 
 

I. INTRODUCTION 

A. General Instructions 
 

Marine geodesy ascertains a geodetic control network on 

Earth’s surface that is bordered by oceans. Geodesy plays an 

essential role to accurately measure the position of sea 

surface, marine gravity field, dynamic topography and marine 

geoid. Geoid determination is one of the main functions of 

geodesy. After ellipsoid, geoid is the subsequent paramount 

estimation of the figure of Earth. 

 

Recent publications have defined geoid in multiple ways. 

Benerjee, P. (2011) illustrates geoid as the level surface that 

corresponds with mean sea level (MSL) over the oceans and 

continents. In contrast, Jekeli, C. (2016) interprets geoid as an 

equipotential surface of the Earth’s gravity field closely 

approximates with mean sea level. 

 

The  equipotential  surface   is   described   as   a   constant 

value of the gravity potential on the surface. Besides, the 

geoid is a level surface, which is illustrated as a closed 

equigeopotential surface of the gravity of the Earth closest to 

the Mean Sea Level (MSL) (Jalal et al., 2019). However, in 

MSL can be interpreted as the mean sea surface (MSS) 

heights. 

 

Dynamic topography is computed based on the summation of 

sea level anomalies (SLA), which correspond to the deviations 

from sea surface height (SSH) added with mean dynamic 

topography, which is a part of MSS heights due to permanent 

currents (that is, the MSS height minus a reference geoid) 

(Pardo et al., 2015). SLA is estimated as SSH anomalies with 

respect at a temporal mean (Falcini et al., 2012). 

 

Airborne and shipborne surveys have been conventionally used 

for measuring and acquiring gravity data in oceanography. 

Nevertheless, these gravity measurements in determining 

gravity field information are limited only to specific study areas 

due to time constraints and high cost incurred in handling the 

surveys. Therefore, the employment of multi-mission satellite 

altimeter is a better alternative that can provide comprehensive 

data, especially for marine geoid determination. 

 

Satellite altimetry data can be applied to compute gravity 

anomalies in the marine area (Pa’suya et al., 2019a). Hence, it 

plays a crucial role in offering an abundance of geodetic data for 

marine geodesy applications. Furthermore, the quantity of data 

provided by satellite altimeter is also homogeneous and 

economical in nature. The recent launch of satellite altimeters 

(i.e., Jason-3 and Sentinel-3a) has presented a highly accurate 

measurement of sea level, which includes a wide coverage of 

ocean monitoring. 

 

There are two approach methods from Remove-Compute- 

Restore (RCR) and Least Square Modifications with Additives 

Corrections (LSMSA) enable for geoid computations. Thus, in 

this study LSMSA approach or known as KTH method is 

selected as the best method used in geoid computations. One of 

the advantages of LSMSA method is the 

mailto:nornajihah1510@gmail.com
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applied additives corrections; downward continuation 

correction, atmospheric correction and ellipsoidal correction 

in estimating geoid that enhanced the accuracy of the regional 

computed geoid. Another study by Pa’suya et al. (2018) 

implemented the LSMSA method to estimate the gravimetric 

geoid although the Northern parts (Kedah and Perlis) of 

Peninsular Malaysia. 

 

This study, therefore, presents an effort in determining and 

modelling marine geoid over Malaysian seas based on multi-

mission satellite altimetry data employing LSMSA method. 

Therefore, the application of marine geoid is significant as a 

reference frame for coastal marine observations. Taking the 

definition of marine geoid as the surface to which tidal 

variations refer, geoid can therefore serve as the mean sea 

surface in order to define ocean depths in the immediate 

coastal vicinity of Malaysia. 

 

II. MARINE GEOID DETERMINATION 

A. Marine Geoid Determination Using KTH Method 

 

This research is intended to determine the local marine geoid 

using multi-mission satellite altimeter and a global gravity 

field model over Malaysian seas covering South China Sea, 

Sulu Sea, Celebes Sea and Malacca Straits. The altimetry data 

is processed for 11-year period starting 2005 to 2015. The 

area under study is bounded between latitude from 0˚ up to 

14˚ and longitude from 95˚ to 126˚. This study area is focused 

on the whole Malaysians sea covering Malacca strait, South 

China Sea, Celebes Sea and Sulu Sea. 

 

The Least Squares Modification of Stokes’ Formula with 

Additive Corrections (LSMSA) is a geoid determination 

approach developed by Royal Institute of Technology (KTH), 

Division of Geodesy & Satellite Positioning in Sweden. The 

additive corrections are applied to the estimated geoid that 

consists of the downward continuation effect, the total 

atmospheric correction and ellipsoidal correction. 

 
There are two main components involved in the estimation of 

geoid heights which are the   GGM-derived gravity anomaly 

from the GO_CONS_GCF_2_TIMR4 model and altimetry-

derived gravity anomaly. For countries that lack their local 

geoid, the GGM such as GO_CONS_GCF_2_TIMR4 can be 

implemented as a source to provide the global geoid model for 

estimating the geoid heights (N) according to the WGS84 

reference ellipsoid (Jalal et al., 2020). Global Geopotential 

Model (GGM) can be described as the mathematical model 

that clarifies gravitational potential in a spectral domain by 

using spherical harmonic expansions. Besides, the data 

derived from GGM provides a better medium and long 

wavelength part of the gravimetric geoid in terms of the 

quality of data; accuracy and resolution (Tugi et al., 2016 and 

Yazid et al., 2016). 

 

B. Modifications Parameters 

The main purpose of the modified Stokes’ formula being 

applied is to reduce truncation errors due to the integration cap 

around the estimated point. It also delimited to hundred 

kilometres resulted from the inadequacy of land gravity data 

coverage (Sulaiman, 2016). 

 

In this study, there are a few sets of initial conditions 

(spherical cap, terrestrial gravity data errors and correlation 

length) used, as represented in Table 1. This verification 

plays an important role in determining the modification 

coefficient parameters ( and ). Based on Table 1, one of the 

initial input condition parameters is changed while the 

remaining condition parameters are fixed. 

 

The verification of the satisfied modification coefficient 

parameters is determined by validating the GPS levelling 

observations of tide gauge data. The satisfactory and accurate 

information with respect to the initial condition parameter 

verification is used for marine geoid estimation in the Malaysian 

region. 

 

Table 1. The initial set of conditions for the determination of 

modification parameters. 

Spherical 

Cap 

 (Unit: °) 

Terrestrial 

Gravity 

Data 

 
(Unit:mGal) 

Correlation Length 

(  

(Unit:°) 

2.0 0.4 0.05 

3.0 1.0 0.1 

4.0 5.0 0.2 

5.0 10.0 0.4 

 

C. Estimated Marine Geoid 

The Least Squares Estimator of KTH approach is employed in 

geoid height estimation and is composed of two main 

components: the selected GGM (GO_CONS_GCF_2_TIMR4) 

gravity anomaly and the altimetry-derived gravity anomaly. The 

determination of estimated geoid heights    applying the 

modified Stokes’ formula by integrating the surface gravity 
anomalies and the GGM gravity data is as follows: 

 

(1) 

 
 
Consequent to the determination of the estimated geoid heights 

, the additive corrections were applied in order to obtain 

precise geoid heights for Malaysian seas and the determination 

of additive corrections such as downward continuation 

correction ( ), total atmospheric correction    and 

ellipsoidal correction . 

. 
III. VALIDATION OF MARINE GEOID MODEL 

A. Data Verification with GPS Levelling at Tide Gauge 

Stations 

The local geoid model is used for orthometric height 

determination using GPS levelling at tide gauge stations. Hence, 

orthometric height is determined by combining the ellipsoidal 

height (GPS height) and geoid heights. The geodetic heights 

provided by GPS measurements are adopted from WGS84 

coordinate system. The GPS data is provided from (Nielsen et 

al., 2014). 

 

In this study, the orthometric height and the geometrical geoid 

heights at tide gauge stations were verified to ensure the marine 

geoid is computed in high accuracy). Figure 1 exemplifies the 

numerous surfaces at a typical tide gauge station and the 

association is summarised as: 

 
(2) 
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Where    is the GPS-derived ellipsoidal height for the tide 

gauge benchmark,  is the tide gauge bench mark height 

above the zero-tide gauge provided by DSMM. In contrast, 

 is the MSL height observed above the zero-tide gauge 

relying on the mean yearly MSL. In this study,     is 

obtained from the mean of yearly MSL from PSMSL data 

starting from the year 2005 until 2015. 
 

Figure 1. The relationship between various levels of the sea for 

geometrical geoid determination (modified from Mohamed, 

2003). 

 
The  and  data are obtained from Mohamed (2003). 

The    data information referring to ellipsoidal heights are 

provided by TG2000 GPS campaign. Geting is a continuous 

permanent operating GPS station that is collocated with a tide 

gauge station and is a part of the MASS network. The details 

about    and    are discussed in Mohamed (2003). 

Figure 2 illustrates the distribution of GPS levelling 

observations data at tide gauge stations adopted in this study. 

 

 
Figure 2. The distributions of tide gauge stations over 

Peninsular Malaysia. 

IV. RESULTS AND DISCUSSION 

 

This section presents the results of this study related to marine 

geoid determination using multi-mission satellite altimeter. 

Hence, 0.1m correlation length represents the minimum RMSE 

value, similar to the previous spherical cap and terrestrial 

gravity data error evaluation. Hence, it can be concluded that 4° 

spherical cap, 0.4mGal terrestrial gravity error and 0.1m 

correlation length represent the most accurate value for geoid 

determination using KTH approach. 

 

Thus, this evaluation clearly specifies that the spherical cap, 

terrestrial gravity data errors and correlation length evaluation 

are particularly significant in providing a highly accurate marine 

geoid model in Malaysian region using the Least Square 

Modification of Stokes’ Formula based on the stated condition 

parameters. Hence, the suitable modification parameters for 

marine geoid computation are summarised in Table 2. 

 

Table 2. Estimated geoid heights over Malaysian Seas. 

Condition Parameters Value 

Spherical Cap 4° 

Terrestrial Error 0.4 mGal 

Correlation Length 0.1° 

 

The final marine geoid computation involves the combination of 

the estimated geoid height and additive correction results using 

Equation (2). In geoid height determination, errors come from 

numerous sources and they can be expressed in terms of RMSE 

value. Hence, the internal errors are examined based on the 

mean of global mean square errors as demonstrated by  Sj berg 

(1991). 

 

The external measurements based on geometrical geoid from 

GPS levelling observations at tide gauge stations are utilised to 

provide a realistic verification of the marine geoid model 

accuracy. Hence, marine geoid model with the applied additive 

corrections (downward continuation corrections, atmospheric 

corrections and ellipsoidal corrections) were verified with the 

GPS levelling observation at Geting, Cendering and Pelabuhan 

Klang tide gauge stations. The elevation from GPS observation 

is a highly accurate (millimetre to centimetre) set of ground 

control points (GCPs) (Pa’suya et al., 2019b). Hence, Geting, 

Chendering and Pelabuhan Klang are set as GCPs in this study. 

The verification results are represented in Table 3. 

 
Table 3. Verification results of the final marine geoid model 

with GPS levelling observations. 

Marine Geoid 

Unit:m  
 

  
 

 

TWW Mean 

Error 

Std 

Dev 

RMSE Mean 

Error 

Std 

Dev 

RMSE 

10 0.249 0.148 0.289 0.186 0.119 0.220 

40 0.121 0.129 0.177 0.207 0.125 0.241 

50 0.148 0.098 0.177 0.154 0.102 0.185 

100 0.118 0.135 0.179 0.121 0.128 0.177 

110 0.127 0.144 0.192 0.132 0.139 0.192 

 

Referring to Table 10, the verified marine geoid based on the 

computed    from tapering window width with block 50 

represents the minimum standard deviation, 9.8 cm and fits 
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RMSE value, 17.7 cm. The map of marine geoid model over 

Malaysian seas is illustrated in Figure 3. 
 

 

Figure 3. Marine Geoid Map over Malaysian seas. 

 

The geoid heights slightly increase with the increasing distance 

on South China Sea, Sulu Sea and Celebes Sea. The geoid 

heights covering Peninsular Malaysia are smaller compared to 

Sabah and Sarawak areas. Consequently, it can be concluded 

that geoid heights in Malaysian seas correspond to the sea 

surface heights information data. The geoid heights information 

data increase rapidly with increasing sea surface heights data 

towards the South-East region. 

 

V. CONCLUSION 

 

Marine geoid determination plays a crucial role in many 

professional and scientific research. Thus, marine geoid 

determination from multi-mission satellite altimetry data has 

been generated using Least Squares of Stokes’ Formula with 

Additive Corrections (LSMSA). Hence, three tide gauge 

stations from Geting, Cendering and Pelabuhan Klang were 

selected for the estimated geoid height evaluation. 

 

Based on the statistical analysis, the tapering window width 

(TWW) with block 50 from  computation represents the 

best accuracy for marine geoid determination over Malaysian 

seas that fits standard deviation, 0.098 m and RMSE value, 

0.177m. In conclusion, the marine geoid over Malaysian seas 

can be utilised to address the orthometric heights for surveying 

and mapping purposes as well as engineering applications in 

marine area. The applications of geoid model highly demanding 

as well as it is a vertical reference datum measurement for 

engineering works (Ming et al., 2021). 
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ABSTRACT: 

 

Ocean tide loading is one of the factors that were contributing to the deformation of solid earth. The tidal ground displacement due to 

the variability of the ocean is the secondary tidal effect after the earth body tide as the magnitude of the ocean tide loading can be 

larger upon the station is near the coastal area. Conventionally, various instruments are used to estimate the tidal ground deformation 

accurately such as gravimeter, tiltmeter and strainmeter. Nevertheless, the use of these instruments leads to the high-cost operation 

and sparse distribution of stations. This study is conducted to estimate the spatio-temporal variation of the ocean tide loading over the 

Malaysian region, using a Kinematic Precise Point Positioning (KPPP) GPS approach. Continuous GPS observations along the year 

2013 have been utilized to observe diurnal, semi-diurnal and long-term periods of the tidal constituents by employing the harmonic 

analysis. The ocean tide loading derived from the KPPP GPS correlates well with the predictions of the theoretical model; NAO.99b 

with the average correlation coefficient above 0.90 and root mean square error is less than ± 1 cm at horizontal and vertical 

components. This study is beneficial in providing tidal information to improve the geodetic measurements as well as it can be used to 

study the impact of the tidal variations towards the geophysical phenomenon such as earthquakes, tsunami and volcanic activity. 

 

I. INTRODUCTION 
 

The earth’s crust undergoes periodic displacements due to the 

gravitational attraction between the moon and the sun, 

temporally varying atmospheric, surface loads, oceanic and 

continental water mass. The deformation of solid earth due to 

the variability of ocean tide is known as ocean tide loading, 

which arising from the gravitational attractions between the 

moon and sun acting upon the rotation of the earth. These tidal 

ground displacements are the secondary tidal effect after the 

earth body tide as the magnitude of the ocean tide loading is 

smaller than the magnitude of the earth body tide. The 

magnitude of ocean tide loading is usually around the 

millimetre (mm) level of displacement and more than 1 cm can 

be achieved when the geodetic stations are located very close to 

the shore (Pagiatakis, 1988; Héroux and Kouba, 2001; Zheng, 

2007; Subirana et al., 2013). 

 

The gravitational force and ocean tide water movement 

periodically load and unload the earth causing changes in 

displacement, tilt, and gravity. The displacement due to the 

ocean tide loading affects the coordinate system and has gained 

importance in geodesy as the high precision of space geodetic 

measurements (e.g. GPS, VLBI, Doppler Orbitography and 

Radiopositioning Integrated by Satellite (DORIS) and 

Altimeter) required the correction from the tidal effects to 

maximize their extensive use in geodesy and geophysical 

studies such as monitoring the variations of mean sea level and 

quantifying the vertical land motion. Thus, to increase the 

accuracy of satellite positioning and geodetic measurement 

techniques to sub-millimeter level, a good knowledge of tidal 

deformation is imperative. 

 

The tidal response is usually measured by several types of 

instruments such as super-conducting gravimeters, strainmeter

and tilt observations. The rising operational cost, the scarce 

distribution of station as well as the complexity of accessing the 

best location for low-noise site, however, cause contradictory 

observations to disclose the spatial heterogeneity of the solid 

earth tidal field (Ito et al., 2009). Therefore, the utilising of the 

precise space geodetic approaches such as GPS will provide the 

continuity of observations in the study of the interior of the earth 

from the surface observations of the loading effects  (Penna et 

al., 2015; Alihan et al., 2019a; Matviichuk et al., 2020). 

 
 

II. DATA AND METHODOLOGY 
 

A. GPS Data Observations 
 

In this study, a GPS Continuously Operating Reference Station 

(CORS) from MyRTKnet operated by Department of Survey 

and Mapping Malaysia (DSMM) as shown in Figure 1 is 

utilised. As many as 70 stations are used from 1st January to 

31st December 2013 over Malaysian region. 
 

Figure 1. The distribution of MyRTKnet stations. 
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B. GPS Data Processing 
 

An open-source software RTKLIB with Comment User 

Interface (CUI) is used for GPS data processing. This software 

is compatible with scientific studies in surveying fields that 

require standard and precise positioning. The Kinematic Precise 

Point Positioning (KPPP) method is used in this study in order 

to estimate the ocean tide loading signal in GPS observations. 

Otherwise, the signal would be omitted or reduced if the 

approach used is differential GPS positioning since the relative 

positioning technique can frequently minimize or eradicate the 

effects of ocean tide loading if the stations are relatively close to 

each other (Milbert, 2017; Alihan et al., 2019b). 

 

In order to construct daily solution data, the GPS data 

processing strategies involve the data preparation of the 30 

second data sampling with the 10-degree elevation of mask 

angle to increase the number of observations. Furthermore, the 

parameter of the precise ephemeris (.SP3), IGS Earth Rotation 

Parameter (.ERP), IGS final clock with sampling rate 30s 

(.CLK) and Differential Code Bias (.DCB) is applied into the 

processing strategies of the zero-difference measurements to 

reduce the noise that affects the appropriate signal in the GPS 

observations. The measurement models such as the satellite and 

receiver antenna phase variation center (.ATX), phase windup 

correction, Ionosphere-free linear combination with dual 

frequency and approximate total zenith delays and horizontal 

gradient parameters for troposphere correction was 

subsequently used in the KPPP GPS processing. Then, the static 

integer ambiguities are continuously estimated and resolved 

using the fix and hold strategy. Table 1 summarizes the 

processing strategies used in this study. 

 

Table 1. The KPPP GPS processing strategies. 

 
C. Estimation of Ocean Tide Loading based on KPPP GPS 

Solutions 
 

There are two (2) configurations in the processing strategy to 

determine the signal of ocean tide loading. The first 

configuration includes the processing strategy applying earth 

body tide correction using IERS2003 model, while the second 

configuration comprises the processing strategy that applying 

both earth body tide and ocean tide loading corrections using 

IERS2003 and FES2012 model. The ocean tide loading derived 

from the KPPP GPS is determined by the difference of KPPP 

GPS solutions between these configurations where these 

observations are acquired from the output of the ocean tide 

loading model and model error as presented in equation (1): 

 
(1) 

where     = ocean tide loading derived from KPPP GPS 

   = ocean tide loading model, FES2012 

  = ocean tide loading model error 

 
D. Tidal Analysis 

 

The periodic measurement data from the periodic phenomena 

contain the composition of the periodic signals. In this study, 

the assessment of the tidal analysis is divided into two parts, (1) 

tidal harmonic analysis and (2) tidal spectral analysis. 

 

The tidal harmonic analysis is conducted to estimate the 

amplitude and phase of the tidal constituents from ocean tide 

loading at 70 MyRTKnet stations. The harmonic analysis 

decomposes the periodic function or periodic signals into the 

sum of a set of simple oscillating functions known as sine and 

cosine functions. The basic equation of this method is  as 

follows (Katznelson, 2004; Guo et al., 2018): 

 

(2) 

 
 

where    = the coefficient 

= the tidal constituents 

= the amplitude of the tidal constituent 

= the angular frequency of the tidal constituent 

= time epoch 

= the phase of the tidal constituent 

 
Further, the tidal spectral analysis is conducted using Fast 

Fourier Transform (FFT) method to examine the characteristics 

of the ocean tide loading over the Malaysian region. 

 
 

III. RESULTS AND DISCUSSION 
 

A. The Correlation of Ocean Tide Loading based on KPPP 

GPS and NAO.99b Model 
 

The validation of ocean tide loading is computed based on the 

ocean tide loading observation from the KPPP GPS solutions 

and the prediction from the ocean tide model, NAO.99b. Based 

on the findings, the validation of ocean tide loading depicts a 

similar trend and possess the strong data argument between the 

ocean tide loading derived from KPPP GPS solution and 

NAO.99b model. Figure 2 shows the trend of ocean tide loading 

at CAME station where the magnitude of north and east 

component is around 0.5 cm while the magnitude of ocean tide 

loading at up component is approximately 2 cm. 
 

Figure 2. The trend of ocean tide loading at CAME station. 
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The linear regression by least square approach is used in 

quantifying the strength and the direction of the linear 

relationship between the ocean tide loading observed by KPPP 

GPS and the predictions of the theoretical model, NAO.99b. 

The average correlation of coefficient for 70 stations over the 

Malaysian region is approximately 0.9493, 0.9379 and 0.9455  

at north, east and up component, respectively, with the average 

mean bias equivalent to 4.55 x 10-5 cm at north component, 

2.95 x 10-5 cm at east component and 5.33 x 10-4 cm at up 

component. The average RMSE of ocean tide loading validation 

is around ± 0.0938 cm at north component, ± 0.1208 cm at east 

component and ± 0.4138 cm at up component. 

B. The Amplitude and Phase of Tidal Constituents 
 

Since ocean tide loading is periodic phenomena that contain the 

composition of the periodic signals, harmonic analysis is used 

as the mathematical approach to determine the amplitude and 

phase of the tidal constituents. The coefficient parameters of the 

harmonic analysis are applied to estimate the amplitude and 

phase of primary tidal constituents that consist of semi-diurnal 

tide, diurnal tide and long-term period tide. In this study, a total 

of 11 tidal constituents Ssa, Mm, Mf, Q1, O1, P1, K1, N2, M2, 

S2 and K2 are well produced by the ocean tide loading 

observations. Table 2 tabulated the average amplitude and phase 

of tidal constituents for 70 stations of MyRTKnet stations. 

 

Table 2. The average amplitude and phase of tidal constituents for 70 stations of MyRTKnet. 

 
 Ocean Tide Loading 

N-S E-W Up 

 
Ssa 

Amplitude (cm) 0.0036 0.0051 0.0389 

Phase (⁰) 72.2596 202.9022 330.7818 

 
Mm 

Amplitude (cm) 0.0022 0.0033 0.0621 

Phase (⁰) 145.8898 186.1991 270.2432 

 
Mf 

Amplitude (cm) 0.0032 0.0091 0.0876 

Phase (⁰) 136.7093 187.6409 216.5143 

 
Q1 

Amplitude (cm) 0.0138 0.0253 0.1389 

Phase (⁰) 267.2249 199.9567 34.5596 

 
O1 

Amplitude (cm) 0.0741 0.1158 0.6411 

Phase (⁰) 171.8383 282.6485 135.6797 

 
P1 

Amplitude (cm) 0.0451 0.0521 0.2567 

Phase (⁰) 248.5332 157.1912 95.2436 

 
K1 

Amplitude (cm) 0.1315 0.1549 0.8031 

Phase (⁰) 254.6556 159.7530 95.4763 

 
N2 

Amplitude (cm) 0.0419 0.0482 0.1270 

Phase (⁰) 174.3589 69.9807 196.4585 

 
M2 

Amplitude (cm) 0.1776 0.2291 0.5801 

Phase (⁰) 248.9265 140.1210 265.5468 

 
S2 

Amplitude (cm) 0.0693 0.0863 0.1880 

Phase (⁰) 144.7760 132.1995 169.2080 

 
K2 

Amplitude (cm) 0.0256 0.0283 0.0630 

Phase (⁰) 255.9629 196.9787 292.2332 

 

Referring the Table 2, the ocean tide loading is dominated by 

M2 constituent, followed by K1, O1 and S2 constituents at both 

northing and easting components. Meanwhile, the tidal 

constituents of K1 are most significant at up component, 

followed by M2, O1 and S2 constituents. 

C. The Spatio-temporal Variation of Ocean Tide Loading Over 

Malaysian Region 

The variability of ocean tide is generated from the gravitational 

attraction of the moon and sun towards the earth’s rotation. 

Rather than the sun, it is the moon that has a greater influence 

on the tidal displacements on the earth as the distance between 
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the moon and the earth are relatively small. Therefore, the spatio- 

temporal of ocean tide loading is computed during the perigee 

phenomena, where the lunar orbit is the closest distance to the 

earth. Figure 3 indicated the propagation of the ocean tide 

loading for every six hours at up component. The findings show 

that the MyRTKnet stations are displaced due to the ocean tide 

loading within -3.2 cm subsidence and 2.4 cm uplift. 

 

Figure 3. The propagation of the ocean tide loading displacement 

for every six hours at up component from time 05:00:00 hour to 

23:00:00 hours during perigee phenomenon. X-axis is longitude 

and the Y-axis is latitude. Red and blue colours indicate uplift 

and subsidence of MyRTKnet stations, respectively. 

 

IV. CONCLUSION 
 

Ocean tide loading plays a role in geodetic measurements that 

required the accurate removal of the tidal signal. In this study, 

the behaviour of the ocean tide loading is presented in the spatio-

temporal of climatology maps over Malaysian region, which 

generated based on the estimation of the tidal parameters from 

the tidal harmonic analysis at 70 MyRTKnet stations. Based on 

the harmonic analysis, a total of 11 primary tidal constituents are 

well produced by the ocean tide loading observations. 
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ABSTRACT: 

 

Satellite altimeter has shown its capability in providing reliable information for ocean energy studies. But, existing techniques such as 

Volunteer Observing Ships, buoy and numerical models contain limitations in the spatial and temporal domain in providing reliable 

long-term datasets. The aim of this study is to produce a wind rose diagram and wave scatter table in the Southern Region of South 

China Sea using long-term datasets from multi-mission of satellite altimeter. Radar Altimeter Database System (RADS) is used to 

extract the wind speed and significant wave height for 25-year (1993 to 2017) with the additional derivation of wind direction wave 

period. A wind speed validation with buoy presents a good correlation and RMSE of 0.66 and 0.95 m/s, respectively. In contrast, 

altimeter significant wave height shows a good value correlation of 0.72 and 0.88 m for RMSE. The wind rose diagram showing 

during the Northeast monsoon recorded the highest value of wind speed up to 8 m/s. Using the Fara-U method, the wave scatter table 

presents a low significant wave height between 0.1 m to 1.5 m while the peak wave period is ranging between 2 s to 6 s. In conclusion, 

both winds rose diagram and wave scatter table can provide a reliable value that suitable for energy derivation to support ocean 

renewable energy in Malaysia. 
 

I. INTRODUCTION 

The implementation of five-fuel diversification strategy energy 

mix in Malaysia in 1999 has been the starting point for the study 

of renewable resources in Malaysia (Hashim, 2016 and 

Shamsuddin, 2012). Renewable energy in Malaysia is divided 

into three, namely solar energy, wind energy and ocean energy. In 

two decades, satellite altimeter has proven to be one of the 

important tools in providing good quality of data in the 

oceanographic study in terms of spatial and temporal resolution. 

By using multi-mission long-term data, satellite altimeter has 

proven capable of extracting different types of information such 

as sea level, wave height, wind speed above the sea surface etc. 

(Wan et al 2014). 

 

A. Research Background 

Numerous studies have been done to assess Malaysia’s capability 

in harvesting ocean energy. Various methods were used from 

conventional to advanced technologies, and some even combine 

these methods. For example, a study by Nasir et al. (2017) has 

proved the ability of Terengganu and Sarawak waters as hot-spot 

areas to produce an average of 2.8 kW/m to 8.6 kW/m of wave 

energy density. A study conducted by Zaman et al. (2019) proved 

that the altimetry technique is able to provide reliable and large 

coverage of wind data. This study also identified Terengganu 

coastlines, Labuan and Sabah were the potential to generate up to 

5kWh/m2/year. A study by Hashim et al. (2020) using the satellite 

altimeter data concludes theoretically that Malaysia is capable of 

offshore wind energy, especially in Borneo water with an annual 

wind energy density above 500 kWh/m2. 

 
B. Satellite Altimeter Principle 

Generally, a satellite altimeter transmits signals to the Earth 

surfaces (ocean, land, ice, river, etc.) and receives back the 

echoes. The basic principle of satellite altimeter is based on the 

simplest understanding that time is a distance (Din et al. 2014). A 

precise measurement of the time taken to make the round trip are 

derived between the satellite and the surface. 

 

II. DATA AND METHODS 
 

A. Data source and Data Analysis 

This study area broadens from 0˚N to 14˚N and 95˚E to 125˚E 

that includes Malacca Straits, South China Sea, Celebes Sea and 

Sulu Sea as shown in Figure 1. Commonly, Malaysia experienced 

two major monsoons known as Northeast monsoon (Nov-Feb) 

and Southwest monsoon (May-Aug). A seasonal assessment is 

carried out. So, a 25-year (1993-2017) of wind speeds and 

significant wave height data were extracted from series of satellite 

altimeter using Radar Altimeter Database System (RADS) with 

a  posting of 1Hz resolution and 0.25˚ x 0.25˚ spatial 

resolution as shown in Figure 1. 

 

mailto:(amihassan@utm.my


15th Pan Ocean Remote Sensing Conference Proceedings (Vol.1) 

 
16 

 
Figure 1. Study area and altimetry mission track 

 

For validation parts, correlation coefficient (r) and trend graph 

were generated as well as the calculation of root mean square 

error through the comparison of the altimeter and buoy 

measurement. The buoy stations are located at Sabah sea (5.83 N, 

114.39 E) and Sarawak sea (5.15 N, 111.82 E). The RMSE will 

indicate the accuracy of the altimetry measurements. This 

calculation is performed by measure the differences between 

measured (a) and observed (b) values as shown in equation (1). 

 

      RMSE=            (1) 

Where    n = Total number of observation 

a = Altimeter 

b = Buoy significant wave height 

 

In-situ measurements act as a benchmark for the assurance of the 

altimeter measurements (Kumar et al, 2015). The abundance of 

studies has proved the reliability of altimeter derived wind speed 

and significant wave height parameters with buoy data (Shanas et 

al., 2014; Zaman et al. 2019; Yang and Zhang, 2019). 

 

B. Wind Rose Diagram and Wave Scatter Table 

The main part of this study is the construction of the wind rose 

diagram and wave scatter diagram. The wind rose diagram can be 

described as a graphic tool that contains information on wind 

speeds and directions at a particular location. While wave scatter 

table provides tabulated information of significant wave height 

and wave zero crossing period. To produce wave scatter table, 

estimation of wave period, T is needs to be done. Numerous 

algorithms were produced. However, due to the variety of ocean 

environments, there are pros and cons in choosing a suitable 

approach. Most of the algorithms were not suitable to use in the 

Malaysia sea due to weather conditions and water properties 

(Hashim, 2016). To encounter this effect, Fara-U algorithm 

(equation 2 and 3) developed by Hashim (2016) is used to 

estimate the wave period, Tz at Malaysian seas. 
 

Tz = 1.299a – 1.127 (2) 
 

a = 2.247 + [(4.947+25.399 Hs)/ (7.562 + Hs + U)] (3) 
 
Where Tz = Wave period (s) 

 Hs = Significant wave height (m) 

 U = Wind speed (m/s) 

 

The wind rose and wave scatter table is normally used in 

forecasting. However, through time this method has also been 

applied in renewable energy assessment such as (Nasab et al. 

2020; Salam et al. 2018; Yong et al. 2014). In this part, 16 zones 

(60nm x 60nm) were selected to produce wind and wave 

diagrams, as shown in Figure 2. 

Figure 2. 16-bin selection of desired areas 

 
 

III. RESULTS AND DISCUSSION 

A. Validation 
 

Observed data from the satellite altimeter is compared with the 

buoy measurements in the Sabah and Sarawak sea based on the 

buoy time frame. (Sabah buoy- December 2004 to December 

2007; Sarawak buoy- January 2009 to January 2012). Kumar et al. 

(2015) explained that comparison of altimeter and buoy requires 

good consideration in terms of spatial and temporal aspects. Both 

of the buoy stations coincided within the altimeter tracks with not 

more than 50km radius as implemented in a previous study (Uti et 

al. 2018). By far, no altimeter mission has been designed to 

monitor the inland or ground areas. Thus, the surrounding 

topography like the presence of land or shallow water always 

corrupts the returned radar signal (Uti et al. 2017). Table 1 

presents the results of the correlation coefficient, r and RMSE. 

 

Table 1. Summary of RMSE and correlation results for wind 

speed and significant wave height. 
Buoy Parameter RMSE r 

Sabah Wind speed 0.66 m/s 0.89 

Significant wave height 0.19 m 0.72 

Sarawak Wind speed 0.95 m/s 0.82 

Significant wave height 0.2 m 0.88 

 

B. Seasonal Assessment 
 

There are two major seasonal effects which are northeast 

monsoon (Nov-Feb) and southwest monsoon (May-Aug). 

Monsoon occurs due to the difference in temperature caused by 

the sun’s radiation and movement of heat between the land and 

ocean across the continents. 
 

Figure 3. Wind speed and wind direction during northeast 

monsoon 

 

Northeast monsoon happened due to t h e  movement of wind 

from the northeast direction, as shown in Figure 3. It happened 

from Nov-Feb. Strong wind speeds up to 9 m/s occurred at the 

center of South China Sea and north of Sulu Sea. As the wind-

blown towards the northeast, east-coast of Peninsular; north-coast 

of Sabah and Sarawak received strong wind up to 6 m/s. While 

the west-coast of Peninsular (Malacca Straits) and Celebes sea 

possessed low movement of wind (less than 4 m/s) because the 

winds are blocked by the Sumatra Islands near the Malacca 
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Straits and the Sulu islands in Celebes Sea. During the southwest 

monsoon (Figure 4), the movement of wind from the southwest 

region has deflected the wind strength in Malacca Straits, Sulu 

Sea and Celebes Sea (below 4 m/s). A sudden change of wind 

also happened at the center of South China Sea, which most of the 

area experienced 5-8 m/s of wind. 

 

 

 

 

 
 

 

 
Figure 4. Wind speed and wind direction during southwest 

monsoon 

 

Figure 5 and 6 show the condition of significant wave height 

during the northeast monsoon and southwest monsoon. 
 

Figure 5. Significant wave height during northeast monsoon 

Figure 5 illustrated the distribution of significant wave height 

during Northeast monsoon. Southern South China Sea 

experienced up to 2.5m compared to Celebes Sea and Sulu Sea 

with 0.4m and 1.4m, respectively. Among all the Malaysian 

Malacca straits experienced low significant wave height, which is 

0.6 m. As the wave moves downward from South China Sea in 

northeast direction, east-coast of Peninsular Malaysia, north- coast 

of Sabah and Sarawak experienced up to 1.5m of waves. While, 

during the southwest monsoon (Figure 6), the condition of the 

wave is much lower, even the center of South China Sea can 

reach a maximum of 1m. Most of the coastal regions at Malaysian 

sea experienced up to 0.6m of waves. But as the waves hit the 

coast (20km from the shore), the water becomes shallower, but 

the waves were gradually increased (up to 1m) due to the dynamic 

of the nearshore and the presence of long wave groups (Ardhuin 

and Orfila, 2018). 
 

Figure 6. Significant wave height during southwest monsoon 
 

C. Wind Rose Diagram 
 

Based on Figure 2, 16-bin were selected to be assessed. Table 2 

presents the summary of long-term wind speed analysis 

throughout 18-year altimeter observation. Therefore, three 

locations possessed great average wind speeds and potential for 

offshore wind energy; B3 (4.07 m/s), B4 (3.9 m/s) and B7 (3.92 

m/s). 

 

Table 2. Summary of wind speed long-term analysis for 16-bin 

 

This analysis also explained that east-coast of Peninsular 

Malaysia (B2-B6) experienced maximum wind speed up to 9 m/s, 

which is stronger than Sabah and Sarawak coasts. 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

  

  
  

 

 

 

 

 

 

  

  

Bin Wind speed (m/s) Bin Wind speed (m/s) 

min max average min max average 

B1 0.99 7.80 3.35 B7 1.23 7.47 3.92 

B2 1.09 8.38 3.73 B8 1.14 7.50 3.47 

B3 1.41 8.14 4.07 B9 1.01 7.51 3.33 

B4 1.36 8.29 3.94 B10 1.00 7.74 3.65 

B5 1.11 8.19 3.55 B11 1.01 7.38 3.31 
B6 1.06 8.74 3.67 B12 0.94 7.31 3.17 

Bin 
Wind speed (m/s) 

Bin 
Wind speed (m/s) 

min max average min max average 

B13 0.99 7.46 3.04 B15 1.01 9.89 2.66 

B14 0.94 8.24 2.69 B16 1.22 8.07 3.16 

 

 

Figure 7. The wind rose diagram of 16-bin for 18-year data 
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Based on Figure 7, present the wind rose diagram for each bin. 

Constantly, B1-B7 and B10-B11 experienced more than 5m/s of 

wind speed compared to other bins. Even though B1- B7 have 

experienced greater wind, only B7 shows the highest frequency of 

wind with 22%, but most of the time B7 region received wind 

speeds within the range of 3-4m/s, while B1-B6 the frequency of 

wind is below 15% but experienced more than 5m/s of wind 

speed. When the wind moves in northeast direction (southwest 

monsoon), each bin received low wind speed, which is below 7m/s 

as shown in B14, B15 and B16. Therefore, three potential 

locations have been identified for offshore wind energy, which is 

B3-B4 (Terengganu) and B7 (north-coast of Sabah). 

 

D. Wave Scatter Table 
 

Scatter diagrams or contingency tables are built upon the 

accumulated data of significant wave height and average zero-up-

crossing period that have been collected regularly over a period of 

time, often at 3- or 6-hour intervals. According to Jadidoleslam et 

al. (2016), for any practical application of wave energy extraction, 

it is necessary to know the contribution of each sea state for wave 

energy. This scatter table is necessarily used for wave energy 

converter (WEC) production (Pastor et al. 2015). Table 3 

summarises the dominant and average sea state for all zones. 

 

Table 3. Summary of significant wave height and wave period 

long-term analysis for 16-bin 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 
 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8. The wave scatter table of 16-bin for 18-year data 

 

Based on Figure 8, zone B1 to B6 show the sea state is 

dominated by a  significant wave height of 0.1 m to 0.5 m with 

Bin Dominant sea state Average 

Hs (m) Wave period, Tp 

(s) 
Hs 

(m) 
Wave period, 

Tp (s) 

1 0-1.5 3-6 0.80 4.58 

2 0-1.5 3-6 0.91 4.75 

3 0-1.5 3-6 0.91 4.70 

4 0-1.5 3-6 0.83 4.51 

5 0-1.5 3-6 0.81 4.56 

6 0-1.5 3-6 0.82 4.60 

7 0-1.5 3-5 0.87 4.63 

8 0-1.5 3-6 0.82 4.63 

9 0.5-1.5 3-6 0.86 4.74 

10 0-1.5 3-6 0.88 4.72 

11 0.5-1.5 3-6 0.84 4.70 

12 0-1.5 3-6 0.81 4.66 

13 0-1.5 3-6 0.81 4.67 

14 0-1.5 3-6 0.78 4.70 

15 0-1.5 2-6 0.88 5.0 

16 0-1.5 3-6 0.85 4.74 
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the peak period of 3s to 6s. As for B15 experienced a more 

dominant significant wave height range from 1.5-2.0m with 6s to 

8s of wave period. In contrast, B7 has the highest occurrence of 

significant wave height between 0.5-1.0m. These results are closely 

similar to the study by Yaakob et al. (2016). Sabah and Sarawak 

coastal area are dominated by significant wave height of 0.1 m to 

0.5 m and peak period 3 s to 6 s. As mentioned before, scatter 

table is important to give information on the wave condition. 
 

IV. CONCLUSION 

In conclusion, this study has proved the reliability of satellite 

altimeter data in providing accurate marine information for ocean 

renewable energy assessment in Malaysia. The validation result 

shows altimeter derived wind speed and significant wave height 

were well-correlated with the buoy measurement. However, this 

study suggests utilizing more in-situ measurements in order to 

improve the accuracy. During the northeast monsoon, Malaysia 

coastal region experienced strong wind and waves, especially areas 

that were facing towards the South China Sea. With the help of 

wind rose and wave scatter diagram, the study of wind and wave 

become much deeper. Based on this theoretical analysis, three 

locations were considered as potential areas for offshore wind 

energy, which are Terengganu coast, Pahang coast and north-coast 

of Sabah. For ocean wave energy, Terengganu coast and Sarawak 

coast possessed great potential. 
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ABSTRACT: 

 

Application of the remote sensing technique (RST) offers synoptic scrutiny of the subsurface geological structures (SGS), along with 

its use for detailed monitoring and transformations of the exposure analysis of natural and environmental resources. Prior to the data 

analysis, initial processing of the raw data was carried out to correct for any misrepresentation of images due to the characteristics of 

the imaging system and the environments. A geometric correction pre-processing technique was applied to the digital images due to 

the enclosure of geometric distortions that prevent the use of the geology map directly. The georeferenced projection was 

accomplished using the Universal Transverse Mercator, (UTM), Zone 32ᵅ N E012, Datum World Geodetic System, 1984, (WGS 

1984). The output pixel spacing was correctly set as it determined the size of the corrected image on the geology map. Ground 

Control Points (GCP) were manually selected on the geology map, with the image from Google Earth as the reference image for the 

selecting points. Pixels were assigned to the various classes of the geologic features of their spectral properties. A supervised 

classification method (SCM) was applied to classify the rock bodies. At the training stage, all classes were assigned based on the 

rock types in the study area. The principal objective is to define geological boundaries, rock contacts, lineaments, faults, fractures 

and other features that support the occurrence of subsurface minerals in the study area through the integration of aeromagnetic data 

and remote sensing datasets. 

 

I.INTRODUCTION 

The search for natural subsurface resources to enhanced 

sustainable economic development has been made possible by 

the integration of remote sensing technique (RST) with the 

airborne magnetic datasets to map underlain subsurface 

structures by means of image classifications. Correct subsurface 

characterization is essential for mineral resources mapping and 

development. The research aimed at accurate processing of the 

images, the georeferenced raw datasets, using the coordinates of 

the topographic sheets of the study area, by integration of the 

remote sensing technique (RST), the geology map and the 

aeromagnetic data using the PCI Geomatica© software 

(Kayode, 2017; Kayode et al., 2017; Fahil, et al., 2020, 

Jackisch, et al., 2020). The main objective of the study is to 

develop a non-complicated approach to evaluating subsurface 

structural futures for the occurrences of both magnetic (i.e. 

areas with high magnetic intensity values) and non-magnetic 

(i.e. places with low magnetic intensity values) in a  complex 

geological b a s e m e n t  environment. 

 To derive this precious information from the study 

incorporated remote sensing by means of the output pixel 

spacing that was accurately located to determine the size of the 

spot on the image from the geology map. The aeromagnetic data 

was applied to delineate and classify the extension of subsurface 

lithological geological features through closed observations. 

The different datasets are integrated by the supervised image 

classifications to be able to separate spectrally and non-distinct 

rock types underlain the study area. As a consequence, the 

technique makes it possible to connect surface geological 

information that serves as indicators for the subsurface mineral 

occurrences in relation to surface pixel classifications and 

magnetic minerals within the subsurface geological structural 

features (SGSFs) (Fahil, et al., 2020; Jackisch, et al., 2020; 

Kayode et al., 2020, Kayode and Yusup, 2020). Using the 

trends and spatial distribution of the high-resolution airborne 

magnetic datasets intended for solid mineral exploration, the 

valuable information derived is tailored towards the planning 

and development of the mineral resources in the study area. 

 

II.METHODOLOGY 

A. The Data 

 

The study used the high-resolution airborne magnetic datasets 

intended for solid mineral exploration obtained across the 

Nigerian Basement Terrain by Canadian firms (namely Fugro 

Airborne Survey Services, and Patterson Grant and Watson), 

through the Nigerian Geological Survey Agency (NGSA). 

These firms had obtained the airborne data between the years 

2003 and 2009, along the NW–SE flight lines that were 

positioned at right angles to the most significant narrow 

geological strike. To record this data, an airplane was flown at 

typically spaced 0.5 km intervals, with a 2000 m tie-line 

spacing along the northeast-southwest (NE-SW), directions at 

80 m nominal flight elevation; the data was recorded at 0.1 

s intervals for the magnetometer settings (Kayode, 2017). 
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Combining the n o m i n a l  flight height— t h a t  w a s  set 

exceptionally close to the ground surface using narrow line 

spacing—and the extremely small recording time gaps, this 

study achieved a higher resolution of the magnetic anomalies 

than the general high-altitude airborne magnetic surveys. Prior 

to the data d i s t r i b u t i o n  by the NGSA to the interested 

users, t h e  Fugro Airborne Surveys Company processed the 

essential magnetic data corrections: the geomagnetic gradient 

was alienated from the data using the existing model with the 

International Geomagnetic Reference Field (IGRF), January 

2005 version, as specified in the World Geodetic System 1984 

ellipsoid (Kayode, et al., 2017; Kayode, 2017; Kayode and 

Yusup, 2018). Besides, the Universal Transverse Mercator 

(UTM) coordinate system was used to project the airborne 

magnetic data. The airborne magnetic survey data presented 

in this study covered the Omu-Aran area in parts of the 

Nigerian south-western Precambrian basement complex 

(NSPBC), with moderately shallow overburden lithologies 

(Kayode, 2017). The geology map was obtained from the 

Nigerian Geological Survey Agency (NGSA). The LandsatTM 8 

and the digital elevation model (DEM) data were freely 

downloaded from the United States Geological Survey (USGS) 

website.  

 

B.  Ground Control Points, (GCP) 

 

To ensure the accuracy of maps coordinates that could be read 

as maps in the PCI Geomatica© software in addition to overlay 

with each other whilst processing the images, the raw data were 

georeferenced using the coordinates of the topographic sheets of 

the study area. The georeferenced projection was accomplished 

using the Universal Transverse Mercator, (UTM), Zone 32ᵅ N 

E012, Datum World Geodetic System 1984, (WGS 1984), 

(Kayode, 2017, Kayode et al., 2017). 

 The output pixel spacing was correctly set as it 

determined the size of the corrected image on the geology map. 

Ground Control Points, (GCP) were manually selected on the 

geology map with the image from Google Earth as the reference 

image for the selecting points. After selection of all the GCP, 

the geometric correction was carried out to ensure all the maps 

produced were in the same projection (i.e., UTM, Zone 32ᵅ N 

E012, WGS 1984) before it could be used for the study (Kayode 

2017, Kayode et al., 2017).  

 The projection of the output and GCP images was fixed to 

UTM 32ᵅ N E012, WGS 1984 with a pixel size of 100 m before 

the GCPs are collected. The GCPs were manually selected by 

picking a point in the image and inserting the latitude and 

longitude coordinates values with respect to the geological map 

(Figure 1). The quality of the geometrically corrected image 

produced is a function of the root mean square errors (RMS), 

values obtained which are directly related to the quality and the 

number of the GCPs and the chosen math model. If a wrong 

math model is selected, or too few GCPs are collected, and 

inaccuracy in the process of collecting the GCPs, all these may 

lead to a geometrically incorrect image produced that may 

perhaps not suit the need and purpose of the research work. The 

RMS values obtained are; (i) 6.79 residual, (ii) 6.04 along the X 

- direction, and (iii) 3.12 along Y-direction suitable and 

acceptable enough for the accuracy of the processes (Kayode et 

al., 2017).   

 

C. Auto selection of pixels in PCI Geomatica© software. 

 

Sampling interval control how the computations were 

performed when an image is geometrically corrected. 

OrthoEngine in the PCI Geomatica© software automatically 

selects a pixel from the output file, computes the elevation from 

the digital elevation model (DEM) data, and applies the math 

model to determine which pixel corresponds to a pixel in the 

raw image, and then transfers the data to the pixel that matches 

in the output file. The sampling interval determines how many 

output pixels are to be computed during the process. For this 

research work, a sampling interval of one was adopted to ensure 

that every output pixel was processed. However, processing of 

every output pixel can take lots of time in remote sensing 

technique (RST). 

 

D. Colour Composite Enhancement Technique Using the 

Maximum Likelihood. 

 

Colour composite enhancement technique (CCET), was 

performed on the LandsatTM 8 images generated from the 

remote sensing data, as shown in Figure 2. Although the data 

available for this area was cloudy at the time the data was 

acquired by the USGS, it was still possible to assigned pixels to 

the various classes of the geologic features and their spectral 

properties. A supervised classification method (SCM) was 

applied to classify the rock bodies. At the training stage, all 

classes are assigned based on the rock types in the study area. 

Different colours for each class were selected to distinguished, 

without difficulties, the types of each rock unit.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure  1. LandsatTM 8 and geological map Ground Control 

Point image processing, adapted from Kayode (2017). 

 

 The classifier generated a new image according to its 

spectral properties at the end of the training stage. Naturally, 

there are three types of classifiers to generate image 

classifications, that is; (a) the maximum likelihood, (b) the 

minimum distance, and (c) the parallelepiped. The maximum 

likelihood classifier is most frequently applied in image 

classifications (Huguenin et al., 1997, Westbrook et al., 2012). 

The best classification is the image that correlates with another 

image in the geology map and gives the highest value in the 

accuracy assessment report. Land cover classification at the 

sub-pixel size provides further bias than the usual per-pixel 

multispectral classifiers for pixels, where the features of interest 

varied with other structures. The process permits the un-mixing 

of pixels to show the fraction of each feature of interest 

(Westbrook et al., 2012). Our interest in this study area is to 

delineate geological boundaries, rock contacts, linear features, 

faults, fractures, and other SGFs that support solid minerals 

occurrences, (Kayode, 2017). 
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Figure 2. LandsatTM 8 image of the study area, adapted from 

Kayode, (2017). 

 

III.RESULTS AND DISCUSSION 

 

A. Integration of Total Magnetic Intensity data and 

LandsatTM 8. 

 

The LandsatTM 8 map produced through integration of the Total 

Magnetic Intensity, (TMI), data of the study area together, using 

PCI Geomatica© software as shown in Figure 3. The map 

clearly defined the principal structural features (PSF), trending, 

in the NNE-SSW followed by the NE-SW trends as the 

dominant subsurface geologic structural features emplace in the 

study area (i.e., the redline arrows). Other trends are in the NE, 

SE, NW, and SW respectively. These SGFs are the most 

important features controlling and also responsible for the solid 

mineral’s occurrences in the study area (Kayode 2017, Kayode 

et al., 2017, Kayode and Yusup, 2018). 

 

B. Nearest Neighbours (NN) Process using the Digital 

Elevation Model (DEM), image. 

 

The DEM image (i.e., Figure 4) was used to estimates the SGFs 

of interest that were mapped, based on the declining path of 

each cell, using the nearest neighbours, (NN) processes. The 

changes in the topography connected with the subsurface and 

the surface structural linear features, geological features and 

those of man-made features were as highlighted in Figure 4, the 

same as the new map generated by the classifier in line with 

their spectral properties when the training stage finished. 

 

  The most excellent classification (MEC) is the image that 

showed the most affiliation with the corresponding image on the 

geology map and offered the highest value in the accuracy 

assessment details. In situations where the concerned SGFs of 

interest mixed up with other features present, land-cover 

classification at the sub-pixel size affords auxiliary bias than the 

usual per-pixel multispectral classifiers for the pixels, which 

makes their separation effortlessly achievable. The maximum 

likelihood classifier most commonly used in image 

classifications was adopted and applied in this work to generate 

Figure 4. 

 

 

 

 

 

 

 
 

Figure 3. Landsat TM 8 map integrated into the Total Magnetic 

Intensity data of the study area from the PCI Geomatica 

software. Modified after Kayode, (2017). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Maximum Likelihood geological structures and rocks 

classification map of the Total Magnetic Intensity integrated 

into the DEM data of the study area. 

 

IV.CONCLUSION 

 

The integration of aeromagnetic and remote sensing data 

implemented in this research work assisted in the determination 

of the subsurface linear features, (SLF), in the study area as 

shown in all the maps generated. The subsurface structural 

patterns, (SSP) obtained from the maps provide an excellent 

correlation with the techniques adopted. These SGFs are 

responsible for the control of the mineralized features in the 

study area as clearly defined by the geologic structural features 

in the study area. An offset observed by the white circular ring 

at the lower end of the map shown in Figure 3 may perhaps be a 

geological event due to tectonic activities. Closed observation 
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of these SGFs showed some major partitioning and diverse 

orientations of each block delineated. 

 

 The Applied RST proffered a synoptic analysis of the 

subsurface geological structures along with its use for detailed 

monitoring and transformations of the exposure mineral 

resources of the study area. The technique makes understanding 

of the terrains subsurface signatures underlain the area possible 

when data are integrated together. The study was able to expose 

the mechanisms that contributed and controlled the minerals 

productiveness of the schist belt zone. On a final note, the SGFs 

as shown, are the most significant features responsible for the 

minerals occurrences in the area.  
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ABSTRACT: 

 

Phytoplankton is a sensitive indicator to monitor the state of the marine ecosystem efficiently and detect changes stimulated by 

environmental conditions. Earlier studies on phytoplankton phenology over the Arabian Sea remain unclear, often due to data usage 

with missing values due to overcast and sensor errors. Here we investigated the phenology of phytoplankton over the Arabian Sea 

using reconstructed chlorophyll-a data (chl-a). The missing data values were reconstructed using the DINEOF approach for 2003 and 

2018 through threshold criterion phenological indices. The long-term phytoplankton study allows a unique understanding of the 

patterns of phytoplankton dynamics. From the results, it is found that the Indian monsoon dynamics is the main influencing factor 

that could both hinder and facilitate the distribution of phytoplankton over the Arabian Sea. The present work revealed the efficiency 

of the DINEOF method in reconstructing the missing chl-a data. Further, this study highlighted the unique adaptations of 

phytoplankton and their sensitiveness towards the monsoonal pattern. 
 

I. INTRODUCTION 
 

Phytoplankton, the microscopic cells living in the ocean's 

euphotic layer, plays a predominant role in the marine food web 

and biogeochemical cycle (Andreo, Dogliotti, and Tauro 2016; 

Falkowski 2012). The existence of phytoplankton is not uniform 

as they are sensitive to environmental factors (Ardyna et al., 

2017). The distribution of phytoplankton is under the control of 

physical forcing subjected to regional and seasonal changes 

(Barlow, Mantoura, and Cummings 1999). Being in a tropical 

region, the Arabian Sea experiences a unique reversal 

monsoonal wind pattern that facilitates bloom in the summer 

(June to August) and winter monsoon (December-March) 

(Kumar et al. 2004; Prasanna Kumar et al. 2010). Episodic 

occurrence of seasonal changes triggers phytoplankton 

production, especially in the upwelling region due to the 

enrichment of deep-seated nutrients (Koné et al. 2009). The 

distribution of phytoplankton can be obtained mainly through 

field-based observation, remote sensing and model simulation. 

Field-based observation is carried out traditionally by ship-

board survey and recently by Argo floats. Due to cost and 

unstable weather conditions, phytoplankton's continuous 

monitoring is always sparse in the Arabian Sea. Even though 

climate reanalysis datasets provide constant observation, still 

the resolution is very coarse and not suitable for regional based 

study. From remote sensing-based observation, high spatial and 

long-time-scale continuous datasets can be obtained (IOCCG 

2014). 

 

The seasonality of phytoplankton bloom using satellite-based 

observation though a well-researched topic and understood 

phenomena (Kumar et al. 2004; Narvekar and Prasanna Kumar 

2006; Prasanna Kumar et al. 2010). However, the satellite-based 

datasets used for such analysis were uncertain due to missing 

data issues due to cloud conditions and sensor errors. 

Investigation of phytoplankton phenology using such datasets 

will not provide clear information (Jayaram, Kochuparambil, 

and Balchand 2013; Rebekah, Inamdar, and Gedam 2019). 

Since the Arabian Sea are prone to heavy data loss during the 

extreme condition (Hilborn and Costa 2018). Therefore, the 

rectification of satellite observation is mandatory for better 

understanding. 

 
Missed values in the geophysical datasets can be rectified using 

Data INterpolation Empirical Orthogonal Function (DINEOF). 

The DINEOF method is an empirical orthogonal function 

developed by Beckers et al. (2003) to fill the gaps in 

geophysical datasets. Compared to other geophysical data 

reconstruction methods, the DINEOF method is 

computationally efficient and requires significantly fewer input 

requirements. 

 

In the present work, we reconstructed the sixteen years of 

MODIS-Aqua chlorophyll-a (chl-a) datasets (2003-2018) using 

the DINEOF method. With the reconstructed chl-a datasets, the 

phenological phytoplankton patterns have been assessed using a 

statistical approach. 

 

II. DATA AND METHODS 
 

A. Study site and satellite Data 
 

We conduct our study of phytoplankton patterns in the Arabian 

Sea extended within 60N-31oN and 43oE – 79oE located in the 

Northern part of the Indian Ocean. To investigate the 

distribution structure of chl-a in the Arabian Sea, we used 

sixteen-year daily MODIS-Aqua Level 3 chl-a data (2003-2018) 

to be downloaded from the NASA ocean color website. We 

chose MODIS-Aqua chl-a of 4 x 4 km spatial resolution as 

appropriate for long-timescale chl-a assessment. 

 

Figure 1. Study region. This map depicts the depth range of the 

Arabian Sea. 
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B. Data Reconstruction 

DINEOF approach is a self-consistent method for reconstructing 

missing data values in the geophysical datasets (Alvera-

Azcárate et al., 2016; Beckers and Rixen, 2003). The singular 

vector decomposition process is carried out on iteration basics 

with repetitive EOF modes until RMS's optimal convergence 

(Alvera-Azcárate et al., 2016; Hilborn and Costa 2018). After 

that, the second EOF mode runs under the same process; this 

procedure continues with the maximum number of EOF until 

the optimal RMS convergences occur (Beckers and Rixen 2003; 

Taylor et al. 2013; Zhou, Peng, and Shi 2017). The resultant 

reconstructed data will be with no gaps, thus ready for further 

analysis. 

 

C. Statistical analysis 
 

Using the gap-filled chl-a time series data, we calculated the 

chl-a anomalies and phenological indexes. The chl-a anomalies 

were estimated with positive and negative anomalies over the 

Arabian Sea. Further, the phenological indexes: month of 

maximum and minimum chl-a were obtained pixelwise for the 

whole time series over the Arabian Sea. 

chl-a distribution was from December to March in the northern 

part of the Arabian Sea. Most of the region began to bloom 

between early December to March and June to August, which 

positively correlates with the winter monsoon and summer 

monsoon. During the inter-monsoon period (April-May), the 

chl-a distribution is found to be significantly less. 
 

Figure 3. The month of maximum chl-a (mg/m3) from the 

reconstructed data over the period 2003-2018. 

 

III. RESULTS 
 

A. Chl-a anomalies 
 

Both the annual anomalies and monthly climatology showed 

distinctive variation in the chl-a distribution of the Arabian Sea. 

Figure 2 shows the yearly anomalies of chl-a. The chl-a annual 

anomalies did not show any clear pattern in the distribution. For 

instance, in the years 2006,2008 and 2009, the positive 

anomalies are found in the northern part of the Arabian Sea, 

while in 2007, 2011,2012,2018, the chl-a distribution is lower 

(i.e. negative anomaly). Significantly, the year 2008 showed a 

higher distribution compared to other years. On the other hand, 

from 2010 to 2011, chl-a showed lower values in the north part 

of the Arabian Sea. The southern part of the Arabian Sea is 

found to be consistent in nature. 

 

Figure 2. Annual Anomalies of time-series chl-a in mg/m3 

calculated from the reconstructed data. 

 
 

B. Statistical Indexes 

The estimation of the distribution of chl-a time series maximum 

and minimum is shown in Figure 3 and 4. The maximum rate of 

 

 

 

 

 

 

 

 

 

 
 

Figure 4. The month of minimum chl-a (mg/m3) from the 

reconstructed data over the period 2003-2018. 

 
 

IV. CONCLUSION 

We obtained an overview of chl-a distribution pattern in the 

Arabian Sea using reconstructed satellite data from this study. 

Further, the present work demonstrated the effectiveness of chl- 

a data reconstruction with no missing data. The results show the 

Indian Monsoonal pattern influence on the phytoplankton 

distribution in the Arabian Sea. This study complements the 

gap-filling techniques to understand better the distributional 

pattern of chl-a in the Arabian Sea. 

Overall, this study has an essential contribution to marine 

ecosystem monitoring and conservation. Further research in this 

area has a scope for harmful algal bloom prediction, marine 

ecosystem observation and the impact of climatic changes. 
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ABSTRACT: 

An accurate severe marine weather systems forecast and hindcast are very important for marine traffic and offshore management. The 

capability of multisensor satellite optical and microwave observations opens new opportunities to improve numerical weather 

prediction (NWP) models, which still have some deficits under extreme weather conditions. This study combines satellite active and 

passive microwave measurements and model data to examine the multiscale extreme weather events (EWEs) over the northwestern 

Pacific Ocean during late January 2018. The EWEs include anomalous cold conditions in Primorsky Krai (Russia) linked to 

prolonged (7 days) marine cold-air outbreak (CAO) over the Sea of Japan, the occurrence of the two extratropical cyclones 

explosively developing over the Kuroshio–Oyashio Extension region and intense polar low (PL) over the northern part of the sea. The 

abnormally long CAO was caused by atmospheric blocking due to the location of the tropospheric ridge over the Bering Sea. Cold 

advection along the western periphery of the upper-level low over the Northeast Asia and the Sea of Japan consistently contributed to 

both explosive cyclogenesis east of the Honshu and rapid evolution of PL with near hurricane winds over the coastal area of 

Primorsky Krai. On January 23, the sea level pressure in the centre of the most intense extratropical cyclone dropped sharply from 

1004 to 958 hPa per day; satellite-based winds reached 40-42 m/s. Model data significantly underestimated the development of 

synoptic- and mesoscale pressure systems in the fields of sea level pressure and sea surface wind speed. Satellite multisensor analysis 

allowed us to consider the evolution of the PL in the fields of cloudiness, wind speed, and the moisture content in the atmosphere; 

reveal storm-force wind jets off the continental coast of the Sea of Japan during CAO event, which also represent a hazard to marine 

traffic. 
 

I.INTRODUCTION 

Intensive marine weather systems (MWS), accompanied by 

storm/hurricane force winds, extreme heat and moisture fluxes 

at the sea surface and heavy precipitation, partly characterize the 

state of the Earth's climate system. Since the beginning of the 

21st century, changes in a number of the ocean-atmosphere 

system parameters have clearly manifested, affecting the 

intensity of the mid-latitude extreme weather in the northern 

hemisphere. Recent studies demonstrate a decrease in the Arctic 

ice cover, the variability of typical trajectories of extratropical 

winter cyclones, the increase in cases of extreme values of air 

temperature and precipitations. 

In the winter months, along with the North Atlantic and the 

Arctic basin, the marginal seas of the northwestern Pacific 

Ocean are areas of frequent cold air outbreaks, characterized by 

rapid advection of the polar continental air mass to low latitudes 

and extreme weather. Climatically significant polar lows are 

also associated with such outbreaks (Rasmussen and Turner, 

2003). Their rapid deepening often leads to an abrupt increase in 

the sea surface wind speed, in some cases up to 32 m/s and 

more (Fore et al., 2012). 

This study examines the conditions of occurrence and 

development of the multiscale extreme weather events (EWEs) 

over the northwestern Pacific Ocean during January 22–27, 

2018. We combine satellite active and passive microwave 

measurements and reanalysis data sets with taking a closer look 

at the EWEs. 

II.DATA AND METHODS 

A. Reanalysis data sets 
 

The analysis of the characteristics of extreme weather events is 

based on the hourly fields of the zonal and meridional 

components of the wind speed and pressure at the sea surface, 

taken from the operational analyses of Climate Forecast System, 

Version 2, (CFSv2) of National Centers for Environmental 

Prediction and ERA5 data set - the fifth generation the European 

Centre for Medium-Range Weather Forecasts atmospheric 

reanalysis. Both data sets have a comparable spatial resolution 

of 27-31 km and assimilate satellite estimations of sea surface 

vector winds. We assume that this data will allow us to examine 

the mesoscale atmospheric circulations and orographic effects. 

 
B. Satellite multisensor measurements 

 

The location and size of baric systems, the cloud structure and 

its evolution over the sea surface were determined by satellite 

visible and infrared images obtained from spectroradiometers 

MODIS onboard Aqua and Terra satellites and VIIRS onboard 

Suomi NPP satellite. A detailed analysis of the PL 

characteristics was carried out using a series of infrared images 

measured at a 30-minute interval from the Korean geostationary 

satellite COMS. 

The measurements of Advanced Microwave Sounding 

Radiometer AMSR2 onboard GCOM-W1 satellite were used to 

obtain and analyze the fields of total atmospheric water vapour 
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content, cloud liquid water content and sea surface wind speed. 

These hydrometeorological parameters were retrieved from 

AMSR2 Level 1B swath brightness temperature data using 

advanced retrieval algorithms (Zabolotskikh et al, 2015). For 

more accurate wind speed estimates, in addition to the AMSR2 

data were supplemented the measurements of scatterometer 

ASCAT onboard MetOp-A/B satellites. 

 
III.EXTREME WEATHER EVENTS 

Extreme weather events developed under atmospheric blocking 

due to location the tropospheric ridge over the Bering Sea and 

cold advection along the western periphery of the upper-level 

low over the Northeast Asia and the Sea of Japan. 

 
A. Cold Air Outbreak 

 

Analysis of visible and infrared images and satellite-derived 

geophysical parameters allow us to identify prolonged (6 days) 

Cold Air Outbreak (CAO) over the Sea of Japan from January 

22 to 27, 2018. Satellite images showed the occurrence and 

evolution of convective clouds organized in two- dimensional 

structures (fig. 1a) known as “roll clouds” or 

“cloud streets” indicating shallow boundary layer convection 

(Etling and Brown, 1993). An abnormally prolonged CAO was 

associated with a near-stationary strong high-pressure ridge over 

the Bering Sea and characterized by strong (10 - 12 m/s),  in 

some areas storm (25 - 27 m/s) winds and low total water 

vapour content off the continental coast. 

At the mature stage of the outbreak, the ASCAT- and AMSR2- 

derived sea surface wind speed exceeded 15 m/s over most of 

the sea (fig. 1b, c). The maximum winds were observed in one 

of the bands off the west coast of the sea, extending from the 

northwest to the southeast. According to weather stations, gusts 

of wind on the eastern coast of Primorsky Krai reached 28–32 

m/s. These wind bands were formed under the influence of 

orographic gaps near Vladivostok (Kawamura and Wu 1998). 

During the CAO the total water vapour content varied 

considerably: from 1-2 kg/m2 off the continental coast to 7-8 

kg/m2 along the northwestern coast of the Honshu. This is 

caused by the active evaporation and convective moisture 

transfer from the sea surface. However, cloud liquid water 

content did not exceed 0.1-0.12 kg/m2 on average. 

B. Polar Low 
 

A prolonged Cold Air Outbreak and explosive cyclogenesis 

       (b) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Figure 1. Cold Air Outbreak over the Sea of Japan January 24, 2018: (a) – VIIRS satellite infrared image of the convective cloud 

structures obtained from the Suomi NPP at 16:55; (b) – ocean surface wind vector measured by ASCAT from MetoOp-A/B at 

12:30/13:05 UTC; (c) – sea surface wind speed, (d) – total atmospheric water vapor content and (e) – total cloud liquid water 

content retrieved from AMSR2 measurements at 17:00 UTC. 
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contributed to the development of intensive polar lows over the 

Sea of Japan. 
 

 
Figure 2. Mesoscale circulations over the Sea of Japan January 

23, 2018: (a) – MODIS satellite visible image from Terra at 

02:35; (b) – total cloud liquid water content and (c) – sea 

surface wind retrieved from AMSR2 measurements at 04:10 

UTC. The numbers 1 and 2 indicate the positions of Polar Lows. 

A meso-α-scale polar low (PL) occurred on January 22, 2018 

over the central part of the sea in the rear of the extratropical 

cyclone. At the initial stage of development, it was not clearly 

expressed in the cloudy field. However, mesoscale circulation 

with a wind speed of 20 m/s was identified by ASCAT 

measurements at 01:36 UTC on January 23. The PL moved to 

the north-north-east and reached a peak in intensity at the 

turning point of the trajectory when its centre was located at the 

same latitude as the centre of the explosive extratropical cyclone 

(Fig. 3). In this case, ASCAT-based maximum wind speed in it 

was 25–28 m/s (Fig. 3a), while the AMSR2 showed values 30- 

32 m/s (Fig. 3b). 

Moreover, on January 23, another polar low with a wind speed 

> 25 m/s developed off the northern coast of Korea (Fig. 2a, c). 

This mesocyclone was not detected in the pressure fields from 

operational analysis CFSv2 and reanalysis ERA5 and was 

identified in satellite images and the fields of ocean surface 

wind vector. Within a few hours, it PL moved southeast to the 

coast of Honshu, where it starts to decay. 

 
C. Explosive extratropical cyclones 

 

Intensive cold advection along the western periphery of upper-

level low with a cold core over the coastal part of the Asian 

continent and the Sea of Japan contributed to the development 

of Explosive Cyclones (ECs) east of the Japanese islands. ECs 

– rapidly intensifying low-pressure systems with a drop in sea 

level pressure exceeding 24 hPa in 24 h relative to 60◦N 

(Gyakum et al., 1989). In this case, on January 22-23, during the 

day, the sea level pressure in the centre of the extratropical 

cyclone extremely dropped from 1004 to 958 hPa, and the wind 

speed according to the ASCAT measurements (MetOp-A, B 

satellites) reached 40-42 m/s. We assume that real wind speeds 

may be higher due to scatterometer limitations (Meissner et al., 

2017). 

Operational analysis CFSv2 and satellite measurements showed 

close sea surface wind speed throughout the entire period of 

cyclogenesis (fig. 3), but CFSv2 significantly underestimated 

the deepening of the low-pressure system. At the same time, the 

ERA5 showed low winds at speeds greater than 25 m/s (figure 

3d). 

A blocking ridge localized over the Bering Sea facilitated the 

cyclone path to the Sea of Okhotsk. Such synoptic processes, as 

a rule, cause severe weather in north-eastern Asia and, in 

particular, extreme cold conditions in the Primorsky Krai. 

 
IV.CONCLUSIONS 

This study examines multiscale extreme weather events (EWEs) 

over the northwestern Pacific Ocean associated with storm and 

hurricane wind conditions. The EWEs include: anomalous 

prolonged (6 days) marine cold-air outbreak (CAO) over the Sea 

of Japan, explosive cyclogenesis over the Kuroshio–Oyashio 

Extension region and intense polar lows (PLs) over the sea. 

The combination of satellite active and passive microwave 

measurements and reanalysis data sets allowed us to consider 

the EWEs evolution in the fields of cloudiness, wind speed,  and 

the moisture content in the atmosphere. We revealed PL with 

near hurricane winds over the coastal area of Primorsky Krai 

and storm-force wind jets off the continental coast of the Sea of 

Japan during CAO event, which represents a hazard to marine 

traffic. 

It has been shown that ERA5 – the fifth generation the European 

Centre for Medium-Range Weather Forecasts atmospheric 

reanalysis – significantly underestimated the 

(a) 

kg/m2 

 

(b) 
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Figure 3. Satellite-derived and model near surface wind speed (m/s) and direction over the northwestern Pacific Ocean: (a) – 

measured by ASCAT from MetoOp-A/B at 11:45/12:40 UTC; (b) – retrieved from AMSR2 measurements at 16:05 UTC (c) and 

(d) – obtained from CFSv2 and ERA5 data sets at 16:00 UTC January 23, 2018. Blue lines indicate areas of storm and hurricane 

force winds. The dashed lines in fragments (c) and (d) – isobars of sea level pressure in hPa. The color scale – in m/s and the same 

for all fragments. 

 

development of both synoptic- and mesoscale pressure 

systems in the field of sea surface wind speed. Moreover, the 

operational analyses of Climate Forecast System, Version 2, 

(CFSv2) of National Centers for Environmental Prediction 

significantly underestimated the deepening of the explosive 

cyclone over the Kuroshio–Oyashio Extension region. 

 

We assume that atmospheric blocking due to the location of 

the tropospheric ridge over the Bering Sea and сold advection 

along the western periphery of the upper-level low over 

Northeast Asia and the Sea of Japan were decisive in the 

intensification of the weather systems. 
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ABSTRACT: 

Nowadays, the scale of ecological problems is becoming threatening and causes extremely negative consequences to the ecosystems, 

especially for the shallow sea basins.  The selected study area, the  Sea of Azov,  is a  shallow sea linked by the narrow Kerch Strait 

to the Black Sea. Non-ferrous and steel plants located on its coast are dangerous for this area. The aim of this study is to estimate the 

total suspended matter in the seawater from January to July 2019. The main instrument of this study is related to the information of 

the satellite systems with high spatial resolution ensuring daily data occurrence for any monitoring area. Besides that, the numerical 

simulations tool was used in this work for filling the gaps due to satellite imagery unavailability and/or cloud covering. The ad hoc 

assimilation scheme allows using the bio-optical indices in the Sea of Azov for the Princeton Ocean Model. From spectroradiometer 

MODIS Ocean Color products, data for assimilation were reconstructed: total concentration of chlorophyll-a and phaeopigments, 

coefficients of light absorption by phytoplankton pigments, and non-living organic matter. Combined MODIS measurements and 3D  

simulation provide the maps of the bio-optical indices and the half-yearly cycle of the average values of bio-optical indices in the Sea 

of Azov. 
 

I.INTRODUCTION 

A. Motivation and background 
 

A significant disadvantage of using satellite data to study 

suspended matter content in the Sea of Azov is the presence of 

gaps in available satellite data due to common problems 

associated with Ocean Color images (e.g. cloud cover). 

Combining the results of numerical simulation and remote 

sensing provides a more accurate reproduction of the state of 

seawater (Konik et al., 2019). 

This work continues earlier studies (Shul’ga et al., 2018) and 

(Shul’ga et al., 2020) and contains new results supplemented by 

new bio-optical indices obtained using improved assimilation. 
 

B. Study Area 
 

The study area is the shallow Sea of Azov, bounded by the 

coordinates between 44.501° to 48°N and from 34° to 40.021°E 

linked to the Black Sea by the narrow Strait of Kerch (Figure 1).  

The study area is split into parts reflecting the distance from the 

mouth of the Don River. The borders of sub-regions correspond 

to the settlements: I – 45°25'N, 35°49'E (Shchelkino); II – 

46°45′59″N, 36°47′55″E   (Berdyansk);   III 46°37.89′N, 

37°48.21′E (Dolzhanskaya). 
 

C. Datasets 
 

We used standard products of the MODIS-Aqua and MODIS- 

Terra from Ocean Color (NASA, 2018a) and (NASA, 2018b) 

for investigating the total concentration of chlorophyll-a and 

phaeopigments, coefficients of light absorption by 

phytoplankton pigments and non-living organic matter in 2017–

2019 in the Sea of Azov. 

We used the 3D hydrodynamic Princeton Ocean Model over a 

domain of the Sea of Azov with 1 km horizontal resolution, 

vertically discretized into 11 terrain-following sigma levels. 

 

 
 

Figure 1. The study area (the Sea of Azov) and its sub-regions 

 

 
Validation of the model run was described in (Ivanov, 2014), 

highlighting a satisfactory agreement with the observed 

processes. 

For 3D simulation, we used the hourly atmospheric forcing with 

0.1° resolution in latitude and longitude from the SKIRON 

model forecasts (Kallos et al., 1997) for the same period 

(forecast.uoa.gr). 

The MODIS measurements and SKIRON atmospheric data 

were interpolated on the model grid of the Sea of Azov 

(396×295) with the horizontal resolution of   1/59°×1/84° in 

latitude and longitude. 
 

II.METHODS 

A. Algorithm of the bio-optical indices determination 
 

The essence of our approach was as follows: (1) the use of 

regional relationships between the measured values of light 

absorption and the combination obtained from the satellite 

products (the spectrum of remote-sensing reflectance RRS(λ) 
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from the wavelength (λ) range of 600–700  nm,  namely:  center 

bands at 645, 667 and 678 nm); (2) correction taking into 

account scattering by suspended matter in the long-wavelength 

part of the spectrum and possible errors in an atmospheric 

correction, which was minimized by using the difference 

between the bands for close wavelengths. 

The bio-optical index aph(678) was obtained based on the found 

relationships between the absorption coefficient by 

phytoplankton at 678 nm and the combination RRS(667) and 

RRS(678). The next step was to obtain the index for the 

absorption of the colored component of the organic matter 

aCDM(438) based on the relationship between the remote-sensing 

reflectance RRS(λ) at 531 and 438 nm wavelength. 
Other bio-optical characteristics      –      concentration the 

pheopigments (TChl) and the light backscattering coefficient by 

particles bbp(438) in the Sea of Azov were obtained according to 

MODIS measurements based on the known relationships 

(Suslin et al., 2016). 

 

B. Methodology 
 

The methodology includes three main stages: 

(1) the processing of imaging spectroradiometer MODIS 

(oceancolor.gsfc.nasa.gov) and construction of the bio-optical 

indices maps, (2) the 3D simulation with Princeton Ocean 

Model using wind and atmospheric pressure from the SKIRON 

model, and (3) assimilation of the MODIS remote sensing data 

is time-synchronized with 3D simulation. Overall, the research 

plan contemplates three separate steps shown in Figure 2. 
 

 
Figure 2. Scheme of the research plan 

 
C. The assimilation system 

 

The bio-optical indices maps are assimilated into the 

hydrodynamic model every time remote sensing data become 

available. The assimilation system is described in (Shul’ga, 

2017). It is a sequential assimilation method based on the 

forecast-correction system. The short-term forecast vector from 

the previous step of assimilation is constructed based on the 

integration of the transport and diffusion equations in the 3D 

model. Its dimension equals the number of points in the model 

space, unlike the MODIS data observation vector with 

dimensions usually smaller. The assimilation scheme updates 

(i.e., “corrects”) the forecasted states. 

III.RESULTS AND DISCUSSION 

A. The maps of the bio-optical indices 
 

The proposed approach provides a detailed and long-term 

characterization of the variability of the fields of chlorophyll-a 

and phaeopigments,   coefficients of light absorption by 

phytoplankton pigments and non-living organic matter in the 

Azov Sea. Such an approach made it possible to construct time-

continuous maps of four bio-optical indices and, as a result, to 

get the 4D IOPs (the inherent optical properties) structure of the 

Sea of Azov. 

As an example, Figure 3 shows the maps of the distribution of 

the optical index aph(678) in January and May 2019 on the 

surface and at the bottom of the Sea of Azov. 
 

 
Figure 3. Maps of the bio-optical index aph(678) in January and 

May 2019 in the surface (left) and at the bottom (right) 

of the Sea of Azov. 

 
B. Нalf-yearly cycle of the average values of bio-optical 

indices 
 

 
 

Figure 4. Average values of bio-optical indices: aCDM(438), 

aph(678), bbp(438) and Tchl from January to July 2019. 
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As can be seen from Figure 4, at the beginning of spring and 

summer, there is a sharp increase in the bio-optical parameters. 

The trend of the average values of the indices is upward. This 

is consistent with long-term observations. 

 
IV.CONCLUSIONS 

Combined MODIS measurements and 3D simulation improve 

the prediction of the evolution of the suspended matter content 

in the Sea of Azov. We have developed a simulation 

framework that incorporates remote sensing MODIS data into a 

hydrodynamic model using sequential data assimilation. 

 
V.FUTURE WORK 

In the future, these results will be used to obtain 

photosynthetically active radiation in the water column and at 

the bottom of the sea. 
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ABSTRACT: 

 

The degradation of coastal areas is affected by numerous factors, either by nature or human social-economic activities.  

Consequently, spatial planning, which considers the ecosystem, should be assessed. This article aims to review the best method for 

spatial planning based on ecosystem adaptation. This article evaluated the sinking coastal area in North Java coast-Indonesia using 

the change detection method, spatial analysis, and review from experts. The findings indicate the need for the coastal protection zone 

and silvo-fisheries activities as the coastal planning solutions. Other differences in spatial planning are better to consider the existing 

ecosystem as part of coastal zonation. 
 

I.INTRODUCTION 
 

The coastal area is influenced by numerous factors that interact 

with one another, either by nature or human drivers. Combining 

social activities in exploiting natural resources with the 

phenomenon of climate change in the oceans triggers changes in 

the coastal environment. In some cases, coastal degradation, 

coastal biodiversity loss, and the decrease of the coastal 

inhabitants’ welfare have occurred. The risks create an urgent 

need for actions on the management of adaptation and 

mitigation that cannot be implemented by the mentally model 

only but needs to be spatially assessed. For example, look at the 

Northern Central Java coast, Indonesia. Some area of this 

coastal region is sinking, and the coastline is moving landward. 

This coastal area landscape consists of wetland, channels, and 

muddy beaches, which has been slowly drowning caused by 

land conversion, relative sea-level rise, high tide, and 

groundwater discharge. Therefore, this article aims to review 

the best method for spatial planning based on ecosystem 

adaptation. For this purpose, a study area on the northern coast 

of Central Java Province Indonesia is selected. This coastal 

flooding occurs daily in this area cause of the high tide that 

local people, namely rob. 
 

II.METHOD 
 

The coastal sinking review method is based on coastal changed 

detection, spatial analysis, and review of the findings based on 

the expert judgment approach. The multi-temporal Landsat data 

acquired in 1973 and 2020 was used to review the method and 

 

 
Figure 1. Coastal change 1972-2020 

 

The coastal area has retreat more than 5000 m landward, which 

causes land-use changes and changes in the local people's 

livelihood. 

 

Previously, this area was agricultural land but then has been 

changed into ponds. The existence of these ponds is threatened by 

tidal waves caused by climate and environmental change. Due to 

the study's aim that focuses on ecosystem adaptation, the spatial 

analysis of the area should consider the coastal green belt and 

marine culture as part of the ecosystem-based planning. A 

previous study of land suitability analysis suggested that the area 

is suitable for cultivation activities. Since most of the area has 

been developed as marine culture, silvo-fisheries method is the 

best option to mitigate the tidal wave's impact. Priyanto (2019) 

supports the idea that mixed mangrove aquaculture (MMA) is the 

best solution to maintain the coastal agricultural area's 

sustainability. 

develop some spatial data. The band transformation was applied 

for coastal change detection analysis, and spatial analysis was 

used to assess the mitigation and adaptation plan. The expert 

judgment review was then used to evaluate the best spatial 

planning-based ecosystem adaptation in the study area. 

 

III.RESULT AND DISCUSSION 
 

This study's result indicates a significant impact on the coastal 

decrease, as can be seen in Figure 1. 

 

A review on mitigation and adaptation, which has been employed 

by the local government and local people by using the 

combination of hard and soft engineering as the coastal 

protection, indicates some success and failure in developing the 

coastal protection zone. A successful one shows that the land 

accretion was occurred (see figure 2), followed by the rapid 

growth of mangrove plants.  Some failures occurred because of 

the lack of analysis of the characteristics of the area's 

oceanographic parameter (Sugiyanto, 2019), which should be 

assessed prior to the implementation of the protection engineering 

(Figure 3). 
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Figure 2. Accretion and coastal protection zone (Helmi, 2019; 

Priyanto, 2019) 

 

 

Figure 3. The failure in coastal protection engineering 

(Sugianto, 2019). 
 

The silvo-fisheries method's implementation indicates that 

ponds protected by mangroves can be more sustainable than 

those that are not (figure 4). 

 
 

 

Figure 4, The example of the function of silvo-fishery 

(source: google map). 
 

The regional spatial plan plans to develop this prone area as 

cultivation zones, including housing, business, and 

agriculture/fisheries land. Regardless of the regional 

development plans, the mangrove ecosystem's existence and 

the methods of protecting its cultivation efforts should still be 

considered. Zainuri and Ismanto (2019) State the importance 

of coastal ecosystems for coastal zonation plans that will 

support the biological, ecological, biophysical, and 

anthropocentric aspects of the coastal environment and its 

related livelihood (Zainuri and Ismanto, 2019). Of course, 

this review has some weaknesses. Therefore, further research 

involving multi- disciplinary needs to be carried out to bridge 

the coastal planning and the necessity to maintain the coastal 

environment sustainability 

 

IV.CONCLUSION 
 

Considering the current issues of coastal sinking, the 

evaluation based on the study's aim indicates the need for the 

coastal protection zone and silvo-fisheries activities as the 

coastal planning solutions. Other differences in spatial 

planning are better to consider the coastal ecosystem, such as 

mangrove as part of coastal planning to maintain the 

sustainability of the coastal environment 
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ABSTRACT: 

 

Sea surface wind speed can be estimated from altimeter satellite with high along-track resolution. In calm and normal conditions, 

the established geophysical model function from Ku-band backscatter for Jason-2 and Jason-3 (Jasons, henceforth) has shown 

good accuracy. However, in extreme conditions such as tropical cyclones, the ocean-atmosphere interactions have become very 

complex thus; single parameter estimation can become problematic. The accuracy is reduced at wind speed greater than 18 m/s 

and further contamination from rain towards Ku-band backscatter has exacerbated the estimated wind speed. Therefore, this 

study intended to incorporate several others Jason’s parameters [C-band backscatter, significant wave height (SWH) at Ku- and 

C-band, brightness temperature at 18.7- and 34.0-GHz, and liquid water content (LWC)] to estimated sea surface wind speed 

inside the tropical cyclone. To incorporate multiple parameters, the application of machine learning techniques, including 

Artificial Neural Network (ANN), Support Vector Machine (SVM) regression, and Gaussian Process Regression (GPR), has 

been used and compared to the existing GMF. Statistical analysis has demonstrated significant accuracy improvement in several 

tropical cyclone crossing. This study reaffirms the unique ability of altimeter satellites in estimating more accurate wind speed 

by incorporating simultaneous physical parameters observed within a complex environment. 

 

I.INTRODUCTION 

 

General Instructions 

Satellite altimeter has demonstrated its ability in deriving sea 

surface wind speed globally with the accuracy of 1.5 m/s 

(Ribal and Young, 2019). Most of the altimeter wind speed 

algorithm is derived from Ku-band backscattered over the 

specular sea surface reflection. However, the developed 

algorithm is limited to neutral atmospheric stability condition 

at low to moderate wind speed range (0-15 m/s) (Abdalla, 

2012). The complex ocean-atmosphere interactions that 

existed inside the tropical cyclone environment have 

impaired the accuracy of the estimated wind speed. The 

inevitable rainbands that exist inside the giant tropical 

cyclone structure with measured wind speed can easily rise to 

more than 30 m/s has limited the applicability of the existing 

algorithm. Although the high wind speed tuning has been 

proposed by the Young (1993) and later followed by Quilfen 

et al. (2011), the Ku-band backscatter signal is still suffered 

in a rainy tropical cyclone environment. Studies 

demonstrated that rain contamination towards Ku-band 

signal is 40 times more than towards C-band (Xu and 

Stoffelen, 2019). 

. 

The ability of altimeter derived physical parameters inside 

the tropical cyclone environment has been demonstrated by 

some studies (Scharroo et al., 2005; Carrere et al., 2009). The 

altimeter can provide a high along-track resolution of 

significant wave height (SWH) which can also be used as an 

input to the wind speed estimation. The study indicated that 

the wave age can have a direct impact on how altimetric 

signal altered when reflected from the sea surface (Zhao and 

Toba, 2003), with reported accuracy improvement when 

incorporate SWH into their estimation model (Gourrion et 

al., 2002; Lillibridge et al., 2014). With all the recent 

altimeter satellite is always accompanied by a radiometer 

onboard the same platform, this has opened the new 

perspective of incorporating radiometric observations into 

wind speed estimation. The inclusion of environmental 

parameters in a complex tropical cyclone environment is 

anticipated to improve the accuracy of the estimated wind 

speed. The liquid water content derived from radiometric 

brightness temperatures is suggested to emulate the rainy 

condition that modified the principal altimetric signal inside 

the tropical cyclone. It has been proved in several studies 

where the accuracy of the estimated wind speed from 

scatterometer can be increased by incorporating simultaneous 

brightness temperature (Stiles et al., 2014; Xu et al., 2018). 

 

However, incorporating all the mention parameters into 

conventional algorithms is a complicated task. For that 

reason, we explore the advantages of the machine learning 

technique in making multi-parameter relations to estimate 

wind speed in a complex tropical cyclone environment. The 

performances of the estimated wind speed from newly 

developed models are then compared with the existing 

operational algorithm. 

 

II.DATA AND METHODLOGY 

Jasons Altimeter Data 

  

Altimeter satellite was designed purposely to observe sea 

surface globally. The principal signal measurement from the 

normalized radar cross-section (NRCS) backscatter reflected 

upon sea surface roughness proven can be used for sea 

surface wind speed (Ribal & Young, 2019). The Joint 

Altimetry Satellite Oceanography Network (Jason) is a series 
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of satellite microwave altimeter jointly organized by the 

National Aeronautics and Space Administration (NASA), the 

Centre National d'Etudes Spatiales (CNES, France), the 

European Organisation for the Exploitation of 

Meteorological Satellites (EUMETSAT) and the National 

Oceanic and Atmospheric Administration (NOAA) can 

provide wind speed with high accuracy in normal condition. 

Fully validated and research quality 1-Hz Geophysical Data 

Record (GDR) product of Jason-2 and Jason-3 (addressed as 

Jasons) from the reprocesses Archiving, Validation, and 

Interpretation of Satellite Oceanographic Data (AVISO) 

database were extracted and used in this study. Dual-

frequency backscatter and significant wave height derived 

from Poseidon altimetric sensor with simultaneous brightness 

temperature at 18.7 GHz and 34.0 GHz and its derived 

Liquid Water Content parameters measured by onboard 

Advanced Microwave Radiometer were used as inputs to 

estimates the wind speed in tropical cyclone environment. 

Several studies have investigated the usefulness of 

incorporating these parameters to enhance the better quality 

altimetric signal in a complex environment (Ali et al., 2015; 

Jiang et al., 2020). 

  

MetOps Scatterometer Data  

The Advanced Scatterometer (ASCAT) on-board the 

Meteorological Operational (MetOp) satellites managed by 

EUMETSAT and European Space Agency (ESA) provides 

sea surface wind speed derived from C-band (5.228 GHz) 

radar backscatter. This study used ASCAT Level 2 Ocean 

Surface Wind Vectors optimized for Coastal Ocean product 

with a resolution of 12.5 x 12.5 km from the MetOp-A and 

MetOp-B (hereafter defined as MetOps) downloaded from 

the Physical Oceanography Distributed Active Archive 

Center (PODAAC). Extensive sea surface wind speed 

validation from CMOD5.n model against buoy and European 

Centre for Medium- Range Weather Forecast (ECMWF) and 

other satellites measurements were conducted by several 

studies (Verspeek et al., 2009; Soisuvarn et al., 2012). 

Weaker rain contamination on the C-band signal 

demonstrated a major advantage over Ku-band when used in 

rainy conditions inevitably existed inside tropical cyclones 

(Tournadre & Quilfen, 2003; Xu & Stoffelen, 2019). In 

addition, ASCAT wind speed has been used as the 

supporting data to Himawari 8/9 for tropical cyclone analysis 

at the Japan Meteorological Agency (Bessho et al., 2016). 

For this reason, this study accepts the estimated wind speed 

to the collocated Jasons parameters for wind speed modelling 

discussed in the later section. 

 

Data Filtering and Match-Up  

Satellite crossing of Jasons and MetOps have filtered within 

the 349 tropical cyclones outermost wind radius that 

occurred between 2015 and 2018 globally. Collocated match-

up points between both satellites were obtained with the 

criteria of maximum 0.25° spatial distance and temporal gaps 

of less than 30 minutes. A total of 19,803 collocated points 

were extracted. To ensure only high-quality data was used, 

only match-up samples that hold a good quality of 

backscatter, significant wave height and brightness 

temperatures were accepted. The final 16,922 Jasons-MetOps 

match-up points were further investigated. 

 

 

 

 

Machine Learning Techniques  

All the match-up samples have been divided into training 

(80%) and testing (20%) datasets. Seven input parameters are 

assigned, including backscatter and significant wave height 

at Ku- and C-band frequency, brightness temperature at 18.7 

and 34.0 GHz, and liquid water content. Collocated MetOps 

wind speed is assigned as the targeted output. Few machine 

learning techniques have been proposed to be used in this 

study, including Artificial Neural Network (ANN), Support 

Vector Machine (SVM), and Gaussian Process Regression 

(GPR). Statistical analysis of bias, root mean square error 

(RMSE), and Pearson’s correlation (R) between the model 

estimated to MetOps wind speed is calculated. 

 

III.EARLY RESULT & DISCUSSIONS 

The performances of the estimated wind speed from all the 

machine learning techniques applied are summarized in the 

table below. The result indicated that RMSE of all developed 

machine learning models has reduced from more than 2 m/s 

for the operation wind speed product to around 1 m/s. 

Improved R between Jasons estimated wind speed to the 

MetOps also suggest that the developed models are almost 

similar to the observed wind speed from the scatterometer. 
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ABSTRACT: 

Remote sensing has great potential to provide the spatial and temporal coverage needed for effective monitoring of algal blooms by 

means of Chlorophyll-a (Chl-a) measurement. MODerate Resolution Imaging Spectroradiometer (MODIS) has been used widely in 

the mapping of the Chl-a worldwide. However, it is not suitable for the coastal area due to its low spatial resolution and the 

complexity of water led to overestimation. Landsat OLI and Sentinel 2 MSI has relatively fine spatial sampling, providing the 

capability to map optically active components (OACs) of coastal water. The combination of OLI and MSI will allow for more 

frequent observations at these moderate spatial resolutions. This study aims to develop the model for Chl-a estimation of OLI and 

MSI imageries over the West Johor Straits waters using machine learning techniques and to assess the accuracy of Chl-a estimates 

using on-site measurements. The Artificial Neural Network (ANN) techniques were applied to the selected OAC pixels. An 

improved accuracy of all techniques is evident when comparing with the traditional band-ratio ocean color algorithm. The band ratio 

showed relatively low performance (> 4 mg m-3), but the ANN provided slightly higher accuracy (< 4 mg m-3) in both MSI and OLI 

products. This study demonstrated the Chl-a model based on various OAC is almost universal and reliable regardless of the unknown 

relationship between OAC and spatio-temporal variability on satellite data initially determined by the machine learning method. The 

results provide the necessary information for developing an effective strategy in monitoring the coastal algal blooms. 

 
 

I.INTRODUCTION 

Phytoplankton is an essential aquatic photosynthesis organism 

and plays an important role as the main source of the food web 

that contributes to the world’s primary production (Miguel et 

al., 2019). A large accumulative number of phytoplankton and 

macroalgal reported throughout the coastal areas of all 

continents (Sellner et al., 2003) dramatically impact the marine 

ecosystem, which resulted in significant economic losses and 

affects human health (Fletcher, 1996; Morand and Merceron, 

2005). Conventionally, the in-situ measurement has been 

practiced measuring algae blooms. However, this process is 

generally considered tedious work and time-consuming. The 

water samples are collected once or twice a month and maybe 

increased, depends on the high and low-risk areas identified and 

the situations such as red tides and Paralytic Shellfish Poisoning 

(PSP) reported in the area. For the last 30 years, remote sensing 

has provided spatially and temporally comprehensive data of the 

photosynthesis pigment Chlorophyll-a, hereafter known as Chl- 

a, which is measured in mg m-3, which strongly manifested to 

the phytoplankton. 

 

The new sensors were invested in providing operational ocean 

colour monitoring daily with improved specification and 

instrument capabilities, such as OCTS (1996-1997), SeaWIFS 

(1997-2010) and MERIS (2002-2012) (O’Rilley and Werdel, 

2019). NASA’s next ocean colour sensor following the 

SeaWIFS, which is called MODIS has started its operations in 

2002 and provided continuous observation for global coverage 

data and capable of monitoring across the visible spectrum and 

 

narrowly defined band that lowering the associated noise 

(Robinson, 2004). O’Reilly et al. (1998) developed the first 

version of the “band ratio” algorithm for the Sea-viewing Wide 

Field-of-view Sensor (SeaWiFS) data by exploiting a large 

optical dataset of remote-sensing reflectance, Rrs(λ), i.e., just 

above the sea surface, and in situ seawater chl-a measurements. 
 

This empirical blue-green band ratio algorithm, named Ocean- 

Chlorophyll-2 (OC2), quantifies the chl-a concentration as a 

function of how much blue and green light is reflected from the 

sea surface (Dierssen, 2010). The standard OCx algorithm has 

been subject to additional updates and has been implemented as 

a three-band OC3 algorithm form (O’Reilly et al., 2000) on the 

Moderate Resolution Imaging Spectro-radiometer (MODIS) 

onboard the Aqua satellite. Although the empirical OCx 

algorithms have been developed to retrieve chl-a concentration 

in the open ocean for global scale studies, they exhibit poor 

accuracy at the basin/regional level (Gregg and Casey, 2004; 

Santoleri et al., 2008). 

 

Among the existing satellites, MODIS and Landsat sensors are 

commonly used in retrieving Chl-a. In Peninsular Malaysia, 

MODIS sensors have been utilized in detecting and measuring 

chlorophyll concentration. However, these sensors are not 

suitable for monitoring Chl-a in the coastal area due to low 

spatial resolution. Lah et al. (2014) reported the MODIS OC3M 

standard algorithm had shown an overestimation of Chl-a in the 

Case-2 water of Malacca Straits. MODIS empirical Chl-a 

algorithm (OC3M) shows fairly acceptable Chl-a estimates with 

the absolute percentage difference (APD) <= 35% for clear 
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water or open sea (mostly by Case-1 water) but higher (APD 

>90%) near the coastal (probably by Case-2 water). The 

overestimation of Chl-a was potential to be occurred in Case 2 

water due to the distribution of Chl-a, which is inhomogeneous 

within 1 km. 

 

In West Johor Straits, 1km to 1 km MODIS resolution already 

covered different water types. Landsat with the 30-meter 

medium resolution has embarked a remarkable coastal mapping 

capability over the study area. However, its revisiting time of 16 

days has slightly restricted the capability in providing a periodic 

scene of coastal water conditions. The launched of twin 

satellites of Sentinel-2 Multi-Spectral Instruments (MSI) in 

2015 and 2017 may allow for more frequent observation at 

these moderate spatial resolutions. MSI is believed to provide 

fine spatial and temporal resolution (10-m resolutions and 5 to 

10 days revisit time). The matching narrow blue (443,482 and 

490 nm) and green bands (around 550-560 nm) to avoid the 

atmospheric absorption band at 567 to 637 nm. By the recent 

OLI and MSI data released, the empirical Chl-a estimation, 

particularly for Johor waters where the water depth is shallow 

and impact of various geomorphology from adjacent shores 

from Malaysia and Singapore, can be improved and performed 

at the highest spatial resolution. On top of that, there is still no 

study available using OLI and MSI in Johor water. 

 

Therefore, it has motivated this study to develop the ocean 

colour model for Chl-a mapping in Johor waters on both OLI 

and MSI data through empirical modelling and using a machine 

learning method. Machine learning allows complicated water 

types to be correlated to the IOP and the measured Chl-a in-situ. 

The results will be used to assess the Chl-a variability within the 

Johor waters. 

 

II.MATERIALS AND METHODS 

A. Study Site 
 

West Johor Straits were chosen as they were included in 

previous algae blooms event in Johor Bahru (Lim et al., 2012; 

Fisheries Research Institute Penang, 2017). This area is located 

nearest to the international boundary between Malaysia and 

Singapore and is considered as complex water with freshwater 

inflows from Sg. Pendas and Sg. Pulai, aquaculture farms, 

mangroves and influenced by tidal from the Straits of Johor and 

nearest oceanic current, as shown in Figure 1. The 

developments of the new residential and industrial area changed 

the landscape of the area. The development of Forest City 

attracts new tourism activity and a few industrial activities 

actively running at Port of Tanjung Pelepas and Tanjung Bin. 

Moreover, a few aquaculture farms were located in Kukup, Sg. 

Pulai and nearest Second Link Bridge. Mangrove habitat also 

can be found at Pulau Merambong and Tanjung Piai. The first 

bloom event of Prorocentrum Minimum was recorded in 2002 

in Johor Bahru. In 2014 and 2015, another episode of algae 

blooms, Karlodinium Australe is recorded at Tanjung Kupang, 

Johor Bahru. 

 
Figure 1. Location map of four sampling stations at West Johor 

Straits, which in situ Chl-a is collected. 

 

B. In situ measurement 

 
Phytoplankton samples were collected fortnightly during high 

tide from January 2017 to December 2018. Triplicates of 1-L 

water samples were collected at subsurface water using a Van 

Dorn water sampler for dissolved inorganic and chlorophyll a 

(Chl-a) analysis. For Chl-a analysis, 1-L seawater samples were 

filtered onto glass-fibre filters (Whatman®, UK). The filters 

were blotted dry, folded in aluminium foil, and kept frozen prior 

to Chl a extraction. Chl a was extracted by 90% acetone; and 

measured by using the multi-wavelengths spectrophotometer as 

described in Parsons et al., (1984). 

 
C. Satellite Data 

 

Landsat with the 30-meter medium resolution has embarked a 

remarkable coastal mapping capability, with 11 spectral bands 

channel in the visible/near-infrared (VNIR), short wave infrared 

spectral range (SWIR), panchromatic, cirrus and thermal 

infrared zone. However, its revisiting time of 16 days has 

slightly restricted the capability to monitor coastal water 

conditions. The twin satellites of Sentinel-2 MultiSpectral 

Instruments (MSI), S2A and S2B, respectively, were selected 

due to it spatial resolution of 10-m and a 10-day revisit period 

for every single Sentinel-2 and 5-days revisit period for the 

combined constellation over the study area. Level-1C data with 

13 spectral channels in the visible, VNIR and SWIR were 

obtained from https://scihub.copernicus.eu/ for comprehensive 

Chl-a analysis. The level-1 data provide the Top of Atmospheric 

(TOA) Reflectance in fixed cartographic geometry and contain 

applied radiometric and geometric correction. 

Chl-a retrieved from the satellite were match-up with in situ 

Chl-a based on the nearest date of measurements. The 

availability of match-up data in West Johor Straits is limited due 

to cloud cover, hence weaken the sensibility of the algorithm 

toward the case-2 water. The available cloud-free Level-1C data 

were used for Chl-a estimation from January 2017 to December 

2018. The data were taken from a 3x3 window (90x90m for 

OLI; 30 x 30m for MSI) centered at sampling stations. Since the 

observation date is not generally coincident, the mean of the 

window was used as the matchup value. MSI and OLI overpass 

time and the closest acquisition date to that of the field survey 

were selected and processed (up to a few days apart). 
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D. Band ratio algorithms 
 

Early in CZCS mission, Chl-a algorithm switched between two 

band ratios to estimate chlorophyll, which led to discontinuity in 

pigment estimation at switching value (O’Rilley et al.,1998). To 

overcome this problem, the maximum band ratio (MBR) 

algorithm has been conceived by O’Rilley et al. (1998) by 

relating the in situ Chl-a to reflectance band ratios, using a 

single fourth-order polynomial equation. The equation state as 

follows: 

log10(Chl-a) = a0 + a1X + a2X2 + a3X3 + a4X4 (1) 
 

where an = polynomial fit coefficient 

X = log of band ratio between two band 

 

In this study, a sequence of blue-green band ratios was used to 

quantify Chl-a estimation (Rrs 443, Rrs 490 and Rrs 560 nm). 

 
 

E. Artificial Neural Network (ANN) 

By using the remote sensing reflectance from MSI and OLI, the 

estimation of Chl-a was constructed using ANN methods. ANN 

model has been widely applied as a modelling tool for water 

quality modelling and complex environmental processes (Park 

et al., 2018; Kim et al., 2015; Park et al., 2017). The ANN 

model is constructed via three layers (input, hidden and output 

layers) that are consist of nodes and connected by weight and 

bias. Too many layers and nodes may result in overfitting the 

ANN models (Farifteh at al., 2007). 
 

The Rrs value in 443, 490, 560, 705, 740, 783 and 865 

nm bands were used as input in the input layer and the in situ 

Chl-a data was used as the output in the output layer. ANN was 

trained sequentially and evaluated in terms of the square of the 

Pearson’s correlation coefficient, R2 and the root mean square 

error, RMSE. 

 

III.RESULT AND DISCUSSION 

A. Retrieval using Band Ratio 

The performance of the band ratio algorithm was analysed for 

OLI and MSI, which involved a sequence of blue and green 

band ratio. The coefficients were listed in Table 1. Meanwhile, 

Table 2 presented the performance of band ratio in estimating 

Chl-a. concentration. Band ratio algorithm have shown low 

performance in coastal Chl-a study, with R2 = 0.214 and R2 = 

0.165. For all ranges, the band ratio algorithm tended to 

underestimate and overestimate Chl-a concentrations. A 

relatively high and low magnitude of green band, 560 nm band 

dominates can cause the underestimation and overestimation of 

Chl-a concentration at coastal water. 

 

Table 1. Coefficient of band ratio algorithm, involving Rrs 443 

and Rrs 490, for OLI and MSI. 

 

Sensor 
Coefficient 

a0 a1 a2 a3 a4 

OLI 10.15 -9.686 -0.912 1.637 1.284 

MSI 33.44 6.296 -5.009 -0.2296 1.245 

Table 2. Performance of band ratio algorithm for OLI and MSI. 

Sensor 
Fitting Validation 

R2 RMSE R2 RMSE 

OLI 0.214 0.207 0.749 8.912 

MSI 0.165 0.216 0.892 4.560 

 
B. Retrieval using machine learning techniques 

 

The performance of ANN models is shown in Table 3. 

For OLI, the best performance is at the combination of visible 

band, at 443, 490, 560 nm and 705 nm, the training step showed 

the highest R2 value with 0.98 and the lowest RMSE value, 

0.912. During the validation step, the RMSE was also lowest 

compared to the other Rrs combinations. The sensitivity of each 

Rrs at different wavelengths is also analysed in this study, as 

presented in Table 4. At 655 nm, the ratio is 0.61, which 

indicates that the network will work better without Rrs from 

655nm. 

Meanwhile, for MSI, the best performance is at the 

combination of visible band, at 443, 490, 560 nm and 705 nm, 

the training step showed the highest R2 value with 0.71 and the 

lowest RMSE value, 2.615. However, during the validation step, 

the highest R2 value is a combination of Rrs without 443 nm 

with 0.81 (R2 value) and RMSE 1.749, Table 5. From sensitivity 

analysis (Table 6), the network will improve without Rrs at 655, 

705, 740 and 865 nm. 

 
Table 3. Performance of Rrs combination from OLI 

 (nm) 
Training Validation 

R2 RMSE R2 RMSE 

443 0.83 1.873 0.76 3.008 

490 0.74 3.279 0.69 3.822 

560 0.58 3.479 0.41 5.450 

655 0.98 0.912 0.69 2.864 

705 0.85 2.250 0.16 4.839 

 

Table 4. Sensitivity analysis of each Rrs at different wavelength 

for OLI 

 (nm) R2 Ratio 

443 0.65 1.49 

490 0.71 1.34 

560 0.68 1.84 

655 0.60 0.61 

705 0.61 1.81 

 

Table 5. Performance of Rrs combination from MSI 

 (nm) 
Training Validation 

R2 RMSE R2 RMSE 

443 0.55 3.182 0.81 1.749 

490 0.58 3.068 0.69 3.265 

560 0.61 2.959 0.42 4.245 

655 0.71 2.615 0.66 3.786 

705 0.52 3.329 0.74 3.340 

740 0.55 3.286 0.50 3.545 

783 0.53 3.238 0.53 3.311 

865 0.46 3.289 0.55 4.425 
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Table 6. Sensitivity analysis of each Rrs at a 

different wavelength for OLI and MSI 

 

 

 

 

 
 

 

 

 

 

 

 

 

IV.CONCLUSION 

The measurement and distribution of Chl-a matter, commonly 

related to phytoplankton and algae and the development of the 

improved method in retrieving Chl-a using satellite instruments 

has been anticipated by the community of scientists, 

researchers and aquatic managers for decades. In this paper, the 

performance of OC algorithms and optimal ANN model has 

been developed for Chl-a modelling. OC algorithms have 

shown poor performance using OLI and MSI satellite data in 

West Johor Straits water with R2=0.214 and R2=0.165, 

respectively. The development of ANN model in retrieving 

Chl-a show better estimation for Chl-a and is reliable 

regardless of the unknown relationship between OAC and 

spatio-temporal variability on satellite data, hence prove that 

machine learning techniques can potentially be used for the 

coastal region in monitoring Chl-a. 
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ABSTRACT: 

 

This work is devoted to the description of a long-term experiment with an underwater sonar "Trident" at the polar research station 

"Ice Base Baranova Cape" of the Arctic and Antarctic Research Institute, conducted from January to April 2020. The device was 

placed to the bottom while special air cylinders supported the orientation of the sonar antenna vertically upward. The purpose of 

the experiment was to test the long-term operability of the device and to assess the capabilities of the acoustic wave gauge to 

carry out continuous remote measurements of the thickness of the ice cover and the water level. An important advantage of using 

hydroacoustic methods and the location of the device near the bottom is the ability to carry out measurements in any weather 

conditions and anywhere in the World Ocean, regardless of the presence and state of the ice cover. In the absence of ice cover, 

the instrument can provide information on surface waves. 

 

I.INTRODUCTION 

At present, orbital radars have become the main source of 

information on the parameters of the near-surface layer of the 

World Ocean. This is due to the possibility of obtaining up-to-

date information on the water surface throughout the World 

Ocean, regardless of atmospheric conditions or illumination. 

However, this information can be used only after performing 

subsatellite measurements and subsequent validation of 

algorithms for the thematic processing of radar data. 

Therefore, the development of new measuring equipment for 

conducting subsatellite sea waves is an urgent task and should 

be carried out in parallel with the development of radar 

equipment. 

 

A breakthrough in solving problems of subsatellite 

measurements and ground calibration will be the use of 

underwater hydroacoustics methods. This will make it 

possible to carry out measurements anywhere in the World 

Ocean without using stationary platforms and without 

disturbing the measured surface. In addition, underwater 

acoustics can work in any conditions, for example, in severe 

storms, and during precipitation, in the Arctic Ocean, as well 

as in freezing inland waters. Measurement of the main 

parameters of surface waves and characteristics of the ice 

cover using underwater sonar systems will for the first time 

allow validation of all thematic information that will be 

extracted from satellite data of future Russian and foreign 

spacecraft. 

 

In addition, underwater hydroacoustics in inland waters will 

for the first time be able to provide constant monitoring of the 

processes of formation and destruction of ice cover, as well as 

information about changes in the water level in the reservoirs. 

 

To measure the ice thickness according to sonar data, it is 

proposed to use a method based on measuring the time delay 

of an acoustic pulse between the lower and upper boundaries 

of the ice cover. Knowing the average speed of sound in the 

ice cover profile, one can estimate its thickness. A similar 

approach to 

observing the lower and upper boundaries of the ice cover 

using a broadband ultrasonic signal in a laboratory experiment 

is considered in the following work (Bassett et al. 2020). 

 

The thickness of the ice cover can be measured by space and 

aircraft laser (Abdalati et al. 2010) and radar (Kaleschke et al. 

2015) altimeters. The thickness of the ice cover, in the 

presence of polynyas, is calculated from the difference in 

distances between the upper boundary of the ice cover and the 

surface of clear water. 

 

Methods of hydroacoustic determination of ice thickness from 

underwater are known and actively used (R. Hudson, 1990), in 

which the time of arrival of the reflected pulse from the lower 

edge of the ice is used for analysis in combination with a 

hydrostatic pressure sensor. 

 

Using this well-known method in conjunction with the method 

proposed in this paper for measuring the thickness of the ice 

cover will provide new information, for example, about the 

speed of sound propagation in ice and, ultimately, about the 

temperature gradient of the ice cover (the temperature at the 

top edge of the ice). 

 

In the absence of ice cover, the acoustic wave gauge can 

provide information on surface waves. Our group has 

developed approaches for determining significant wave height 

and slope variance from the shape of the reflected pulse 

(Titchenko et al. 2019; Karaev et al. 2014). Moreover, the 

same surface parameters are determined, which are 

determined using space radars using the same wavelength. 
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II.EXPERIMENT DESCRIPTION 

The "Trident" was installed at the bottom of the Shokalsky 

Strait in Amba Bay at a depth of 33 meters on January 20, 

2020. At the time of installation near the bottom, salinity 

is 32.10- 32.17  ppm,  water temperature is  -1.75  °  С.  The 

installation location on the map of the Northern Land 

Archipelago is shown in Figure 1. 

  

Figure 1. Northern Land Archipelago and place of "Trident" 

installation 

 

Photographs of the acoustic wave gouge "Trident" at the time 

of installation are shown in Figure 2 a) and b). 

 

 

Figure 2. Photographs during the installation 

 

The acoustic wave gauge "Trident" was manufactured at the 

IAP RAS, Nizhny Novgorod. The sonar antenna unit contains 

one transceiver antenna of the sonar pulse channel with a 

symmetrical directional pattern, the width of which at the half-

power level is 15 degrees. The transceiving antenna is oriented 

vertically upward to the sea surface. The operating frequency 

of the generator is 200 kHz (the length of the radiated wave in 

water is 8 mm). The duration of the emitted pulse can be 1, 2, 

4 and 8 periods of the generator, i.e. varies from 5 to 40 μs. 

The pulse repetition rate can be 5Hz, 10Hz, 40Hz, and 100Hz. 

There is also a 2-step adjustment of the power of the emitted 

pulse and an 8-step adjustment of the sensitivity of the 

receiving path. 

 

In addition to the impulse channel, the sonar is equipped with 

a Doppler channel that allows us to measure the Doppler 

spectrum of the reflected signal. The Doppler channel is 

equipped with one continuously transmitting and one 

continuously receiving antenna with 15-degree radiation 

patterns, the same as for the pulse part. The emitted frequency 

is 200 kHz, the reception also occurs near this frequency. 

The Doppler spectrum is formed by the movement of 

reflective objects. This channel is designed to measure the 

drift speed of the ice cover, but its operation will not be 

discussed here. 

 

As auxiliary equipment, the acoustic wave gauge "Trident" is 

equipped with a two-axis inclinometer that measures the 

deviation of the pulse channel antenna from the vertical, as 

well as a hydrostatic pressure sensor with a measurement limit 

of 10 Bar. 

 

The device is connected to a computer on the shore by a 600- 

meter cable that is laid on the ice surface with the help of 

special supports. The advantage of the cable connection in 

comparison with the autonomous operation mode, which is 

traditional for Arctic sonars, is the ability to measure the 

parameters of the ice cover and water level in real-time and 

access this information via the Internet. 

 

The objectives of the study carried out with the Trident sonar 

at the polar station were, firstly, to test the possibility of 

detecting the lower and upper boundaries of the ice cover in 

sea conditions by an underwater sonar with an emitted 

acoustic wavelength of 8 mm, and, secondly, to test the long-

term operability of the device in arctic conditions. 

 

III.MEASUREMENT RESULTS 

For example, consider the record of the impulse channel of the 

acoustic wave gauge "Trident" accumulated for 12 seconds 

(coherent accumulation of 60 pulses) in Figure 3. 

 

Figure 3. Reflected pulse accumulated for 12 seconds 

(coherent accumulation of 60 pulses) 

 
Figure 3 shows an example of a reflected pulse obtained with 

the optimal settings of the acoustic wave gauge for a given 

pulse repetition rate (5 Hz), at the maximum emitted power 

and at the maximum possible gain for the reception. 

 
The first maximum in Figure 3 corresponds to 29 meters, 

which is quite consistent with the distance from the emitter to 

the lower water-ice boundary. The second maximum is like 

the reflection from the upper ice-air boundary since from 

a) b) 
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theoretical considerations (ratios of acoustic impedances), the 

reflection from the upper boundary should be energetically 

greater than from the lower one. However, this conclusion 

requires confirmation in comparison with contact 

measurements, which will be carried out in future works. 

Next, consider the recordings of the impulse channel made for 

20 hours on March 3 and 6 in Figure 4. 
 

Figure 4. Upper and lower boundary dynamics on March 3 

and 6 

 

The figure on the left shows the time delay to the first 

reflection (red) and the second reflection (black) for 20 hours 

on March 3 and for 20 hours on March 6, where each point is 

averaging over 100 seconds for each next point is obtained 

after 30 minutes. It should be noted that, in addition to the 

thickness of the ice cover, the temperature of the upper edge 

of the ice cover has a large effect on the pulse delay between 

the lower and upper boundaries, which changes the gradient of 

the speed of sound in the ice. The right graph shows the 

conversion of the lower boundary delay to the range in meters. 

As a result, the graph illustrates the daily fluctuations in the 

lower edge of the ice cover for March 3 and 6, caused by the 

daily fluctuations in the water level. 

 

IV.CONCLUSIONS 

As a result of the work performed, a unique data set of 

measurements of the acoustic wave gauge "Trident" in arctic 

conditions was obtained. The possibility of observing the 

lower and upper boundaries of the ice cover using an 

underwater sonar with an emitted wavelength of 8 mm was 

confirmed. The device has been demonstrated to work in 

arctic conditions at a depth of 30 m from January to April. In 

the future, it is required to compare the measurement data with 

independent measurements of the ice thickness, as well as 

fluctuations in the ice cover and water level performed in the 

same period at the research station "Ice Base Baranova Cape". 
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ABSTRACT: 

The Persian Gulf (PG) is characterized by a huge number of offshore oil and gas platforms, large oil terminals and busy shipping 

lines for oil transportation. In this connection, the development of remote sensing methods for assessing the oil pollution of the PG is 

extremely needed. For the first time, synthetic aperture radar (SAR) images of the European Sentinel-1A and Sentinel-1B satellites 

were used in 2017-2018 to routinely monitor the entire PG for oil spills. To effectively analyze the SAR images and detected dark 

patches, a geoinformation approach, specifically, a web-based GeoMixer application is used. This involves the creation of a 

dedicated geoportal with a large volume of oceanographic, physical-geographical and industrial information about the water basin, 

including the offshore oil and gas infrastructure. Using this approach, as well as data of ship identification systems (AIS), oil spills 

were detected and identified. It is shown that the main sources of oil pollution (spills 0.5 to 700 km2) are oil production and oil 

transportation. 
 

I. INTRODUCTION 

The Persian Gulf (PG), a semi-enclosed basin covering 

240,000 km2 with a maximum depth is about 100 m, is an 

important water basin (Massuod, 1998). The PG is divided 

between several oil-rich countries that include Iran, Iraq, 

Kuwait, Saudi Arabia, Qatar, Bahrain, United Arab Emirates 

(UAE) and Oman. These countries have active regional 

economies, sea communications and industry contributing to 

the pollution of the basin (Patin, 1999). Major ship routes 

going through the PG waters connect the major economic 

centers of the PG States with Indian Ocean, and farther with 

Asia, Europe and America. Among other things, the PG is 

considered as a marine basin with unique ecosystems and its 

environment has a tendency to be damaged by the rapid 

growth of industry, mainly due to oil production and 

transportation (Pashaei et al., 2015). 

 

This paper presents and analyzes the results of the satellite 

monitoring of the PG with SAR, undertaken for the detection 

and identification major oil spills and sources of recent PG’s 

oil pollution. 

 
II. DATA, MATERIALS AND MONITORING METHOD 

The ESA SAR image database was used (2017-2018, i.e. 

during 24 months) in order to find suitable imagery covering 

the PG. From the analysis of the available Sentinel-1A and 

Sentinel-1B images acquired in Interferometric Wide mode 

(IW) mode (with VV polarization, swath width 250 km and 

pixel spacing 10 x 10 m), about 1700 were selected from the 

ESA’ Copernicus Open Access Hub. Most of them are 

suitable for the detection of oil slicks and spills. Examples of 

SAR image sub-scenes with typical and accidental oil spills 

in the PG are shown in Figures 1, 2. 

In order to increase the reliability of the detection and 

identification of oil slicks and assess the ecological status of 

the upper layer of the sea, the low and medium resolution 

optical images from the Terra, Aqua, Suomi NPP, Sentinel-2 

and Landsat-8 satellites were also used. 

III. SAR MONITORING AND IDENTIFICATION OF OIL 

SLICKS 

Since SAR practically does not measure some of the physical 

parameters of the oil patches floating on the sea surface, the 

detection and identification of potential oil slicks in SAR images is 

a complex process (Brekke and Solberg, 2005; Ivanov, 2011). 

However, SAR is able to give some information about the oil 

patches on the sea surface via the form, size, texture and contrast 

estimated from SAR image. Fully automated analysis of SAR 

images for the identification and classification of dark patches as 

oil spills is currently, for a number of objective reasons, poor 

selling, although interactive ones with the expertise of trained 

experts can be applied. 

 

Typically, the detection of oil slicks on SAR images consists of 

several steps: (1) interactive or semiautomatic detection of dark 

patches or candidates for oil pollution in an image; (2) the 

extraction of more information about these spots with the help of 

the computer processing of SAR images and analysis of additional 

data; (3) the exclusion of look-alikes from consideration, and (4) 

the subsequent classification of detected oil spills in a number of 

categories of oil pollution (Brekke and Solberg, 2005). 

 

In order to help the experts analyze the causes and sources of oil 

pollution, a geoinformation (GIS) approach has been proposed by 

Ivanov and Zatyagalova (2008). This means assembling all the 

additional necessary information in a single GIS envelope, mainly 

focusing on the information about the marine basin and its 

environment, wind, oil and gas infrastructure, and navigation, to 

enable the identification of the dark patches on the SAR images 

with a high probability and create a synergetic analysis of the 

monitoring results (Ivanov and Zatyagalova, 2008). A GIS 

approach as web technology and analytical tools have been 

implemented by the SCANEX Group in the form of internet- 

based applications, i.e., GeoMixer (http://geomixer.ru). 

 

IV. MAIN RESULTS OF THE MONITORING 

 

The collection and analysis of satellite SAR images covering the 

PG were conducted in 2017 and 2018. All of the detected and 
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identified oil slicks were vectorized and placed in the 

geoportal, where it was possible interactively generating 

integrated distribution maps and monitoring statistics. The 

main results for 2018 are summarized in Figure 3 and all 

results are in Table 1 and are discussed below. In total, more 

than 1,553 Sentinel-1A SAR images were collected, 

processed and analyzed. In 2017, on 782 SAR images 4905 

oil spills were detected with a total area of 13,835 km2, 

whereas in 2018, on 771 SAR images 4812 spills were 

detected with a total area of 3805 km2 (Table 1). 
 

 
Figure 1. Typical oil spills detected on the Sentinel-1A/1B 

SAR images: a) large spill around the oil production site 

(Abouzar oilfield, Iranian sector) on 26.03.2017; 

 
 

 
 

b) numerous oil spills at the oil production site (Salman 

oilfield, Iranian sector) on 26.03.2017; 
 

 
c) numerous ship-made oil spills on the raid of Dubai (UAE) 

on 10.05.2017; 

 
 

 
d) large ship-made oil spill 154 km long, produced in the 

daytime opposite the coast of the UAE, on 10.10.2017. 

© ESA 

Figure 3 shows an example of a summary map with firmly 

identified oil spills detected in the PG on the Sentinel-1A/1B SAR 

images in 2018. It clearly shows the features and pattern of the one 

year distribution of oil spills in the gulf. In particular, the analysis 

of the SAR image collection, this distribution map and annual ship 

traffic (AIS data is not presented here) revealed the following 

things: 

(1) Oil pollution in the form of oil spills was represented mainly 

by man-made oil spills, consisting of a variety of oily 

substances from crude oil and oil products. 

 

(2) The main pollution of the PG occurs at the major oil fields 

and main shipping routes; from the routine operations such 

as discharge of dirty ballast waters and tank washing, maybe 

due to the lack of shore reception facilities. 

 

(3) Most of the large oil slicks were detected on SAR images of 

the open PG outside of the territorial waters; 

 

(4) The sizes of the detected oil spills varied from 0.1 to 780 

km2; the most frequent patches were from 0.5 to 5 km2, and 

they were mostly ship-made spills; 

 

(5) There was a seasonal dynamic for the number of detected 

slicks: the most frequent oil spills were detected in the 

summer months, mainly due to lower winds than in other 

seasons; 

 

(6) The number and total area of the detected slicks depend on 

the wind conditions, sea state, the intensity of ship traffic, 

routine oil operations and accidents, as well as a number of 

other less known factors. 

 
 

The most polluted marine areas were interactively defined in the 

geoportal, when all oil spills found on the SAR images were 

grouped around objects associated with the oil extraction and 

transportation, such as rigs, terminals, ship lanes, etc. (Figures 1- 

3). Most interestingly, the risk zones are located outside the 

territorial waters of the PG, but in their economic zones that 

possibly removes direct responsibility for oil pollution from a 

number of PG States. Also, an increased concentration of oil spills 

is observed in the territorial waters of Iran (well-known Bushehr 

region), Iraq (on approaches to the oil terminals around Basra), 

Kuwait and from place to place in the waters of Saudi Arabia. 

Nevertheless, monitoring also confirmed that the coastal zone (the 

territorial waters) of the UAE (Dubai, Sharjah and Umm al- 

Quwain) is prone to severe oil pollution, mainly due to illegal ship 

discharges. 

 
Among the oilfields around which the oil spills are pronouncedly 

grouped, there are Iranian Nowrouz, Aboozar, Foroozan, Soroosh 

Salman and Sirri oilfields; Saudi Arabian Abu Saraf, Foorazan, 

Zuluf, Manifa, Marjan and Saffaniyah oilfields, Quatari Al Shabee 

and UAE’s Umm Shaif, Zakum, Umm Dalkh and Fatesh, as well 

as coastal and offshore oil loading terminals (see Table 2). 
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Figure 2. Accidental oil spills in the Persian Gulf on Sentinel- 

1 SAR images in 2017: up – at the Sirri E oil field (on 

11.03.2017 with total area 783 km2); bottom – at the Aboozar 

oil field (on 6.06.2017 with total area 259 km2); flags indicate 

the sources of the oil spills. © ESA 

 
 

Table 1. Main monitoring statistics 

 

Year 2017 2018 

Number of acquired and 

analyzed SAR images 

782 771 

The total number of detected oil 

spills 

4905 4812 

The total area of the detected oil 

spills (km2) 

13835 3805 

The maximal area of an oil spill 

(km2) 

783 53 

 

The large difference in the total area of pollution in 2017 

(13,835 km2) and 2018 (3805 km2) can be explained by 

accidental oil spills that occurred in 2017 (see Figure 2). 

 
 

V.CONCLUSION 

More than 1,550 SAR images from the SAR-equipped 

Sentinel-1 satellites acquired in 2017-2018 were collected, 

processed and analyzed, in order to detect the sources of oil 

pollution and understand the spatial distributions of oil spills 

in the Persian Gulf. This study included a geospatial aspect, 

allowing for the identification and exploration of real oil 

pollution of this marine basin. On the basis of this two-year 

monitoring, for the first time, maps of the actual distribution 

of oil spills at sea were created. The processed and analyzed 

SAR data and summary maps allowed us to conduct spatial-

temporal and statistical analysis of the oil spill distribution. 

Based on monitoring with SAR, the Persian Gulf, in comparison 

with other inland basins, maintains a high level of pollution by oil 

and oil products, i.e., higher than, e.g., in the Baltic Sea and the 

Black Sea. It is once again confirmed that the main source of oil 

pollution is oil production. Moreover, due to the current trends in 

oil and gas development in the Persian Gulf and the traffic 

intensification via the Hormuz Strait, monitoring of the Persian 

Gulf with new science satellite-based products, such as oil spill 

distribution maps, has to become permanent, effective and 

efficient. 

 

Table 2. Most polluted oil fields, terminals and other offshore 

places in the Persian Gulf were discovered during SAR 

monitoring 

 

Source / 

Country 
Oil fields Oil 

terminals 

Ship 

lanes 

Anchored 

areas / 

Other 

 

 

Iran 

Nowruz 

(?), 

Aboozar, 

Sorooch, 

Foroozan 

Farzad, 

South 

Parz, 

Salman, 

Sirri 

 Main 

shipping 

lane 

running 

along the 

long axis 

of the 

Gulf; 

local 
ship 

lanes 

 

Iraq 
 Al Bakr, 

Khawr 
Amaya 

  

Kuwait Hout 
 Local 

ship 
lanes 

 

 

Saudi 

Arabia 

Sarafani 

ya, 

Zulut, 
Marjan, 

Berri 

  

Anchore 

d areas 

 

Bahrain 
    

Qatar 
Al 

Shabee 

 Local 

ship 
lanes 

Anchored 

area of Abu 
Dabi 

 

 

UAE 

Umm 

Shaif, 

Zakum, 

Umm 

Dalkh, 

Fateh+Pa 

shid, 

Ummal 
Qalwan 

 Local 

ship 

lanes 

Oil well 

and seeps 

off Isl. Sir 

Abu 

Nu’ayr 

 

Oman 

 

Bukha 

West 

   

 
 

ACKNOWLEDGEMENTS 

For this study, the Sentinel-1 SAR images from the European 

Space Agency, which owns their exclusive rights, were provided 

by SCANEX (www.scanex.ru). This research was carried out in 

the frameworks of the state assignment of the Russian Federal 

Agency of Science Organizations (FASO Russia), theme No. 

0149-2019-0003, and partially supported by the Russian 

Foundation for Basic Research (grant #18-55-20010). 

http://www.scanex.ru/
https://kias.rfbr.ru/index.php


15th Pan Ocean Remote Sensing Conference Proceedings (Vol.1) 

 
49 

  
 

Figure 3. The oil spill distribution map for 2018 (in red) collocated with the Oil & Gas general map (Oil & Gas General Information 

Map, 2018) clearly shows most polluted oil production sites 
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ABSTRACT: 

This paper reports the finding of a deep learning technique based on an artificial neural network to improve the 

precision of altimetric sea levels over coastal oceans. It is well-known that waveform retracking protocol is 

necessary to optimise the estimated geo physical parameters. In practice, most of the waveform retracking 

algorithms are specialised for a particular waveform shape (e.g. multi-peak, ocean-like and quasi-specular). In 

attempting to generate accurate sea levels from multiple retracking algorithms, one should be concerned about the 

issue of the existence of relative offset between retrackers that generate 'a leap' in the profiles of the sea level, 

thus resulting in an inaccurate estimate of the sea level. In this study, the neural network technique is explored to 

minimise the offset values between retrackers. The performance of neural network technique is accessed based on 

10,000 simulated data, which are generated using Monte Carlo simulation. The simulated data are produced by 

considering different physical characteristics of altimetric waveforms and sea states (e.g., wave height). The 

multi-layer feed-forward neural network with varying parameters (i.e., number of hidden layers, transfer 

functions in hidden and output layers, and training algorithm) is explored. There are two sets of the experiment 

being conducted. Set 1 considers only one input parameter (sea surface height (SSH)) and Set 2 considers two 

input parameters (SSH and significant wave height (SWH)). The findings indicate that the best parameters for 

offset reduction are neural network Set 2 with 10 hidden layers, in which the lowest root mean square error (0.7 

cm) and standard variance deviation (0.2 cm) are shown. 

 

 
 

I.INTRODUCTION 

When using satellite altimetry data over coastal 

ocean, it is a standard practice to implement a data 

post-processing technique called ‘waveform 

retracking’. It is a protocol to optimize the 

estimation of ocean parameters such as sea level, 

significant wave height and wind speed 

(Gommenginger et al., 2011). 

 

Over the coastal ocean, altimetric waveforms are 

highly complicated due to interactions among both 

lands and oceans. In addition, complicated coastal 

sea states also contribute to the complexity of 

waveform shapes. Due to the fact that most 

retracking algorithms are specialized for a certain 

shape of waveforms, combining different 

retracking algorithms (Berry et al., 1998; Idris et 

al., 2017b; Idris et al., 2017b; Idris and Den g, 

2012; Deng and Featherstone, 2006) are crucial 

when attempting to produce accurate sea levels 

over coastal oceans. Berry et al., (1998) and Idris 

et al., (2017b) proposes an expert system to choose 

the optimal retracker for various waveform shapes, 

leading to a systematic strategy for decision 

making. Idris et al. (2017b) combines several 

retracking algorithms including Ocean Model 

(Deng and Featherstone, 2006), Modified 

Threshold (Lee et al., 2010) and Sub-waveform 

(Idris and Deng, 2012) to retracked altimetric 

waveforms. The decision to choose the optimal 

retracker is based on fuzzy inference system (Idris 

et al., 2017b; Idris and Deng, 2013; Idris, 2014; 

Idris and Deng, 2012b). Idris et al (2017b), Idris 

and Deng (2013), and Idris (2014) that also embed 

the neural network technique to handle the issue of 

offset when combining different retracking 

algorithm. 

 

The study by Idris (2014) and Idris and Masrol 

(2018) reported that the offset among retrackers 

exists. For instance, offset among the Ocean 

Model and Modified Threshold retracker is about 2 

0 - 30 cm, and 26-36 cm among the Ocean Model 

and Sub-waveform retracker (Gommenginger et 

al., 2011). Therefore, when combining the 

retracked sea levels from various retrackers, one 

cannot simply switch from one retracker to 

another. In doing so, the retracked sea level 

profiles become imprecise because of the ‘jump’ in 

the sea level profiles. A study by Idris (2014) 

reported that the value of offset varies due to the 

variation of significant wave height (SWH). 
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This paper further investigates the potential of 

deep learning techniques using neural network 

approach for reducing the value of offset among 

various retrackers, aiming at producing accurate 

sea surface height (SSH) data. Neural network 

has a great potential for reducing the offset value 

because of its capability of finding the 

relationship among retracked sea levels. Multi-

Layer Feed-Forward (MLF) neural network is 

adopted in this study (Demuth and Beale, 2006; 

Howard et al., 2006). The parameters of sea level 

and SWH are simulated using the Monte Carlo 

simulation. Through the neural network, the 

relationship between the varying sea level and 

SWH is explored, and a seamless transition of sea 

levels is produced. Note that a previous study by 

Idris and Deng (2012a) indicates that there is a 

linear relationship between SLA and SWH. 

 

II. DATA AND METHODOLOGY 

This section describes the data and methodology of 

the study. 

 

A. Simulated Data 

 

Monte Carlo simulation technique is used to 

create 10,000 waveform data. The simulated 

waveforms consider various ocean sea states 

(Table 1), including varying SWH (0-4 m), and 

tracking gate (bin 30-31). The value of thermal 

noise, amplitude and slope of trailing edge are 

fixed as constant. 

 
Table 1. The parameters for simulating altimetric 

waveforms 
 

Parameters Value (unit) 

Thermal noise 0.5 
Amplitude 100 

Epoch 30 - 31 bin 
Significant wave height 0 - 4 m 

Slope of trailing edge 0.02 
Tracker range 40460.5618 m 

Orbital height 40533.0266 m 

Total atmospheric and 
geophysical corrections 

-1.6403 

 
The simulated waveforms are retracked using two 

retracking algorithms: 1) Ocean Model (Deng and 

Featherstone, 2006), and 2) Modified Threshold 

30% (Lee et al., 2010). Th e output retracked range 

from both retrackers are then used to compute 

retracked SSH, namely 1) SSH Ocean and 2) SSH 

Threshold 30. When computing the value of SSH, 

the parameters of orbital height, tracker range and 

corrections are made constant. The retracked sea 

levels using Ocean Model is used as a reference 

when analysing the accuracy assessment. 

 

B. Development of Neural Network 

 

MLF neural network trained by back-propagation 

learning algorithm and supervised by learning 

method (Howard et al. 2006) is applied. The neural 

network consists of the input layer, hidden layer 

and output layer. Neural network is performed in 

two modes of operations, which are training and 

prediction. In the training mode, the network is 

trained by modifying its weight parameters for the 

best-desired function approximation. This is done 

by feeding the network with the input and targeted 

output. In the prediction mode, the network is fed 

by the input, and the trained network (during the 

training mode) is implemented to predict the 

output. 

 

In this study, the simulated data (10,000) are 

divided into two: 1) 40% of data are used in 

training mode; and 2) 60% of data are fed in the 

prediction model. During the training mode, the 

input layers are SSH Threshold 30 (and SWH, for 

Set 2), and the output layer is SSH Ocean. The 

neural network is trained. During the prediction 

mode, the input layers are SSH Threshold 30 (and 

SWH, for Set 2). Using the trained network, the 

output layer is predicted. The predicted output is 

the de-offset SSH. 

 

C. Testing with Neural Network 

 

The testing with neural network is conducted by 

fixing the transfer function in hidden (i.e., Logsig) 

and output (i.e., Purelin) layers and training 

algorithm (i.e., Levenberg-Marquardt). The 

number of hidden layers is varied between 1 to 10, 

and the number of inputs is varied between 1 (i.e., 

Set 1) and 2 (i.e., Set 2). Table 2 summarises the 

various algorithms considered in this study. 

 

The performance of the neural networks is 

examined by computing the root mean square error 

(RMSE) and standard deviation of the difference. 

The SSH Ocean is used as a reference because it is 

the standard retracker that is widely used over 

open oceans. For comparison, the analysis of 

neural network is compared with the Mean Method 

(MM). This statistical technique is a common 

method by several researchers (Berry et al., 1998; 

Idris et al., 2017b; Idris et al., 2017; Idris and Den 

g, 2012; Deng and Featherstone, 2006). It is 

conducted by computing the mean of difference 

among retrackers that are computed based on data 

over the open ocean. The mean difference is then 

used to remove the offset value in the retracked 

SSH over both coastal and open oceans. 
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Table 2. Two sets of testing with varying number 

of inputs, transfer function in hidden and output 

layers, and training algorithm. For each set, the 

number of hidden layers varied from 1-10 

 

Set Transfer 

function in 

hidden 

Layer 

Transfer 

function 

in output 

Layer 

Training 

algorith

m 

Input(s) 

1 Logsig Purelin Levenberg- 

Marquardt 

(trainlm) 

1 Input 

(SSH 

with 30% threshold) 

2 Logsig Purelin Levenberg- 

Marquardt 

(trainlm) 

2 Input 

(SSH 

with 30% threshold and SWH) 

 

III. RESULTS AND ANALYSIS 

Tables 3 and 4 (and Figure 1) show the 

performance of neural networks. The experiment 

using one input layer (without SWH, Table 3) 

indicates that the RMSE and STD of neural 

network is 10-11 cm and 8-9 cm, respectively. 

When compared with the MM, the values of 

RMSE and STD are much higher; 19.96 cm and 

17.42, respectively, suggesting that the MM is 

inaccurate.  

 

However, significant improvements are seen in 

terms of the RMSE and STD when the SWH 

parameter is considered in the neural network for 

offset reduction (Table 4). By maintaining the 

similar algorithms of neural network (as in Set 1) 

but adding the extra input parameter of SWH, 

hereafter called “Set 2”, the RMSE and STD are 

significantly improved to 0.7 cm and 0.2 cm, 

respectively. Figure 2 illustrates the finding from 

Set 2. 

 

The relationship between offset and SWH is 

almost linear (Figure 3). This indicates that the 

value of offset increases with the increase of 

SWH value. The finding in Figure 3 proves that 

the offset value is not a constant and cannot be 

simply removed using the MM. Therefore, 

considering SWH when handling the offset 

among retrackers is crucial. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 3. Set number 1 with one input. 

Comparison with Mean Method is also shown. 

The best hidden layer is shown in bold, showing 

the most appropriate neural network algorithm 
 

 
No of 

Hidden 

layer 

Set 1 with 1 Input 

RMSE 

using NN 

(cm) 

STD 

using 

NN (cm) 

RMSE 

using 

MM 

(cm) 

STD 

usin

g 

MM 
(cm) 

1 10.8 9.0 
 

 

 

 

 

 

 
19.96 

 

 

 

 

 

 

 
17.42 

2 10.4 8.5 

3 10.4 8.5 

4 10.4 8.6 

5 10.4 8.5 

6 10.4 8.5 

7 10.5 8.6 

8 10.5 8.6 

9 10.4 8.5 

10 10.5 8.6 

 

Table 4. Set number 2 with two inputs. Comparison 

with Mean Method is also shown. The best hidden 

layer is shown in bold, showing the most 

appropriate neural network algorithm 

 

 
No of 

Hidden 

layer 

Set 2 with 2 Inputs 

RMSE 

using NN 

(cm) 

STD 

using NN 

(cm) 

RMSE 

using 

MM 

(cm) 

STD 

usi

ng 

M

M 
(cm) 

1 2.3 1.6 
 

 

 

 

 

 

 
19.96 

 

 

 

 

 

 

 
17.42 

2 1.3 0.9 

3 1.2 0.7 

4 1.3 0.9 

5 0.9 0.5 

6 0.9 0.4 

7 0.8 0.4 

8 0.9 0.5 

9 0.7 0.3 

10 0.7 0.2 

 



15th Pan Ocean Remote Sensing Conference Proceedings (Vol.1) 

 
53 

 
Figure 1. (a) Set 1 (1 input) hidden layer 9 and 

Set 2 (2 inputs) hidden layer 10 are compared 

with SSH ocean model to obtain residuals. (b) 

Residuals value in cm for Set 1 and Set 2 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. (a) Set 2 hidden layer 1 (worst 

RMSE) and Set 2 hidden layer 10 (best 

RMSE) are compared with SSH ocean model 

to obtain residuals. (b) Residuals value in cm 

for Set 2 hidden layer 1 and Set 2 hidden layer 

10 

 

Figure 3. Relationship of offset value (cm) 

and SWH (m) 

 

IV. DISCUSSION AND CONCLUSION 

The finding from this study is similar to those 

from Id r is et al. (2017b) and Idris and Deng 

(2012a), where the variation of offset among 

retrackers is a variable, not a constant. The value 

of offset varies with varying SWH, suggesting the 

common MM to minimise the offset is 

impractical. 

 

This study found that Set 2 (hidden layer 10) is the 

best algorithms to minimise the offset among the 

retrackers of Ocean Model and Modified 

Threshold 30%. This result is nearly similar to that 

of finding from Idris and Masrol (2018), where 

they also found the best transfer functions are the 

Logsig (in hidden layer) and Tansig (output layer). 

However, the best number of hidden layers is 6, 

instead of 10 (from this study). Idris and Masrol 

(2018) reported that the RMSE and STD are 0.7 

cm and 4.8 cm, respectively. Meanwhile this study 

found the RMSE and STD of 0.7 cm and 0.2 cm, 

respectively. This indicates improvement in terms 

of STD using the developed technique in this 

study. Note that the study by (Idris and Masrol, 

2018) did not consider any physical variations in 

the simulated data, and the simulated SSH is not 

based on any retracking algorithms. They were 

created arbitrarily, thus less accurate. 

 

Research is currently ongoing to test the neural 

network algorithms with the real altimetric data 

and validate the results with independent in-situ 

data. 
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